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Executive summary

This is the final release of ForgetIT techniques for information analysis, consolidation
and concentration. Some of the methods presented in this document are extensions
of earlier versions developed in the previous years of the project and documented in
[Papadopoulou et al., 2014] and [Solachidis et al., 2015], while others are completely
new. For the method requirements, the user studies as described in the personal and
organizational preservation deliverables [Maus et al., 2013], [Maus and Schwarz, 2014],
[Maus et al., 2014] and [Damhuis et al., 2014] as well as in the integration ones ([Gallo
et al., 2014a], [Gallo et al., 2015b], [Gallo et al., 2014b] and [Gallo et al., 2015a]) have
been taken into account. Furthermore, the results of the proposed techniques’ evaluation
are also documented.

The problems addressed and the methods that are presented in this deliverable can be
classified into text, multimedia (image/video), and joint text and multimedia ones, as fol-
lows:

Text processing methods:

• Multi-document summarization

• Text analysis for semantic text composition

Multimedia processing methods:

• Image/video face detection and clustering

• Image/video annotation

• Image/video quality assessment

• Image/video near duplicate detection and condensation

Combined method:

• Associating text and image/video items

The detailed presentation of the above methods is followed by a section titled “Overall
WP4 analysis components”, which illustrates all the software components and services
that have been created during the project in WorkPackage 4.

Finally, the Conclusions section summarizes the work performed and outlines how and to
what extent the methods described in this deliverable fulfil the success indicators of the
five expected outcomes of WP4, as these are described in the DoW of the project.
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1 Introduction

This deliverable presents the final release of the ForgetIT text and visual information anal-
ysis techniques for condensation and summarization. It is based on the state-of-the-art
and requirements analysis that were reported in deliverable [Papadopoulou et al., 2013],
and the first and second sets of ForgetIT analysis techniques that were developed, eval-
uated and implemented as ForgetIT components in [Papadopoulou et al., 2014] and [So-
lachidis et al., 2015]. It contains improvements and extensions of the methods presented
in previous deliverables as well as new methods performing information analysis, consol-
idation and condensation.

In Section 2, the positioning of the WP4 components described in this document in the
overall framework of ForgetIT is illustrated.

Section 3 deals with text analysis. Specifically, it presents an extension of the single doc-
ument summarization that was presented in [Solachidis et al., 2015], which can now be
applied to a set of documents (e.g., a set of journal or diary entries, email conversations),
thus performing multi-document summarization.

Section 4 presents the latest development in Seed, the SEmantic EDitor software compo-
nent developed in the project. In the last version of Seed [Solachidis et al., 2015], frequent
text editing resulted in frequent re-analysis of the text, and hence frequent communication
between frond-end and back-end that affected Seed’s speed and responsiveness. Also,
the previous version supported only single-author editing for each entity. These issues
were investigated in Year 3 of the project and the approaches utilized to tackle them are
presented in Section 4.

Moving on to multimedia analysis, in Section 5 we extend the face detection and clustering
methods presented in previous WP4 deliverables. Instead of local binary pattern (LBP)-
based features, we employed representations created by using deep convolutional neural
networks (DCNNs) in order to increase the method’s performance. Furthermore, face
detection and clustering are extended in videos, by pre-processing the videos so as to
automatically extract video shots and scenes, and apply our face detection and clustering
method to the shot keyframes.

Image and video annotation methods are presented in Section 6. The concept detec-
tion procedure is improved by replacing the hand-crafted local features with DCNN-based
ones. A classifier combination using a cascade approach is also presented, that com-
bines hand-crafted with DCNN-based features. Furthermore, the annotation process is
accelerated by developing and employing a new dimensionality reduction technique and
by exploiting Graphics Processing Unit (GPU) processing capabilities. Finally, image con-
cept detection is extended to video and is also extended to annotation with more complex
labels (often termed event labels).

In Section 7, quality assessment methods for images and videos are presented. In [Pa-
padopoulou et al., 2014] image quality assessment for images was introduced. During
the last year of the project we developed a quality assessment method for videos. Ad-
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ditionally, we created methods that assess the aesthetic quality of images and videos,
namely methods that quantify the appeal of the image or video.

Section 8 addresses the problem of duplicate and near duplicate detection. The near du-
plicate detection method that was initially created for images and presented in [Solachidis
et al., 2015] is improved and extended for videos as described in this section. Along with
this, a more generic deduplication method is presented, that is able to detect duplicate
copies of (any kind of) repeated data, saving storage space by reducing the amount of
exact duplicates that are stored. Finally, in Section 8, an update of the image collection
clustering method originally reported in [Solachidis et al., 2015] is presented.

In Section 9, a method that correlates text with multimedia data is introduced. This method
gets as input a media collection and a short textual description, and returns the media
collection items sorted according to their relatedness to the text description. To do so, the
method of Section 9 relies heavily on the methods presented in previous sections of this
document for, e.g., image annotation.

Section 10 presents a technical description of the final release of the overall analysis
software and services developed in WP4. Information about the functionality, the usage
and the output of each service is reported in detail.

Finally, in Section 11, conclusions are presented along with a discussion on the Success
Indicators of WP4 and of how they have been fulfilled.

1.1 Target Audience

Although this document is quite technical, it could be read by multiple audiences having
different backgrounds, since it is structured in such a way that each subsection targets
different audiences. The first subsection of Sections 3 to 9, entitled “Problem statement”,
describes shortly the method and targets a broad audience. It defines the problem to be
solved and discusses how solving this problem supports the project’s scenarios.

The next subsection, entitled “ForgetIT approach”, contains the technical description of
the presented method and targets more specialized technical audience. In this subsec-
tion, the methods’ algorithmic details are presented.

Then, the “Experimental evaluation and comparison” subsection follows, which describes
the method evaluation, presenting the employed dataset, the evaluation procedure, the
measures that were adopted and the evaluation results.

Finally, Section 10 describes briefly the implemented software of each method and in-
cludes usage instructions and examples. This section is most useful for the ones that
want to test and experiment with the methods described in this document, and also use
the WP4 components in the overall ForgetIT system and applications, or other applica-
tions.

c© ForgetIT Page 13 (of 99)
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2 The big picture

The WP4 methods and components described in this deliverable are the constituent parts
of the two master components of the ForgetIT architecture that WP4 contributes to, the
Extractor and the Condensator. These are parts of the Middleware layer of the ForgetIT
architecture (Fig. 1).

The Extractor takes as input the original media items (e.g., a text, a collection of texts,
or a collection of images or videos) and extracts information that is potentially useful not
only for the subsequent execution of the Condensator, but also for other components or
functionalities of the overall ForgetIT system (e.g., search).

The Condensator gets as input the Extractor’s output and, when necessary, also the
original media items, in order to generate a summary of the target data (or a subset of
these media items). The Condensator performs further text, image and video analysis
tasks whose results are specific to the condensation process. The final output of the
Condensator is the condensed (i.e. summarized) media items or collections, or pointers
to them.

The Extractor’s and Condensator’s output is fed to other ForgetIT components such as
the Contextualizer and the Collector/Archiver.

2.1 Extractor

The Extractor subcomponents are illustrated in Fig. 2. In this figure the reader is also
able to view the subcomponents of the previous releases which were presented in [Pa-
padopoulou et al., 2014] and [Solachidis et al., 2015] and see which are extensions and
improvements of previously introduced subcomponents and which are new. Gray arrows
indicate a method update in successive years of the project; method names in black font
indicate new or updated methods, and, method names in gray indicate components that
were created during a previous year and are still in use.

2.2 Condensator

The subcomponents of the Condensator are presented in Fig. 3. They are, similarly
to the Extractor’s subcomponents, extensions and improvements of the ones introduced
in [Papadopoulou et al., 2014] and [Solachidis et al., 2015].
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3 Multi-document summarization

3.1 Problem statement

Previously, in [Solachidis et al., 2015], we reported a number of approaches for reduc-
ing the size of textual content. These techniques, however, only considered a single
document in isolation. While summarising a single long document can be very useful,
documents can, and often are, grouped together. For example, individual journal entries
are grouped to form a diary, and an e-mail conversation is not a set of independent doc-
uments. In these cases processing a set of documents together provides scope for more
effective summarization.

We envisage multi-document summarization being used both as an aid to navigation (a
summary of a document collection could be returned by a storlet before the collection
is retrieved from the archive), or it could be used to generate entirely new collections of
information, as with the diary generation idea being developed within WP9.

3.2 ForgetIT approach

The approach to multi-document summarization we adopted within the ForgetIT project,
similarly to the single document approach detailed in [Solachidis et al., 2015], uses the
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freely available1 SUMMA toolkit [Saggion, 2008], which adds support for text summa-
rization to GATE [Cunningham et al., 2011] (General Architecture for Text Engineering).
SUMMA provides numerous GATE processing resources which can be used to analyse
text in order to produce a summary. These include both linguistically motivated resources
as well as those that rely on document or corpus statistics to select relevant sentences
as part of a summary.

Currently the single document summarization application we are using within ForgetIT
performs topic-centred extractive summarization [Saggion et al., 2003, Barzilay and Mck-
eown, 2005] using a number of SUMMA components. The application uses the well-
known cosine similarity measure in conjunction with a term frequency-inverse document
frequency (TF.IDF) weighting function [Gerald et al., 1997] to extract the main information-
bearing sentences so as to form a summary.

The application consists of two main parts. The first part is simply the single document
summarization application used to score all sentences in the document collection. While
the details of this application can be found in [Solachidis et al., 2015] the main steps of
the application are repeated here for completeness:

• calculates the TF, IDF, and TF.IDF values for each token annotation in the document
• builds a normalized TF.IDF token vector to represent the whole document
• builds a normalized TF.IDF token vectors for each sentence
• assigns a score to each sentence based on its position within the document
• uses the cosine similarity measure to score each sentence based on how similar it

is to the whole document
• uses the cosine similarity measure to score each sentence based on how similar it is

to the first sentence (in general the first sentence in a document contains pertinent
information and is highly likely to be included in a single document based summary)

Once each document has been processed independently, the application enters a second
phase where the collection of documents is treated as a whole. The approach to multi-
document summarization adopted here is based around the calculation of the centroid
vector of the set of documents being summarized. This approach has previously been
shown to work well across a range of document types [Radev et al., 2004, Saggion and
Gaizauskas, 2004]. Once calculated, the centroid vector allows the algorithm to deter-
mine which words are statistically significant across the document set, and each text unit
(in our case, sentences) which could be added to the summary is scored based on its
similarity, calculated using cosine similarity, to the centroid.

3.3 Experimental evaluation and comparison

As outlined earlier in this section we envisaged multi-document summarization playing an
important role in both generating new summary documents and as an aid to navigation

1http://www.taln.upf.edu/pages/summa.upf/ (Accessed date: 31-01-2016)
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within ForgetIT. In order to evaluate multi-document summarization, we tested it on a
widely-used public dataset the DUC-2004 Task 2 dataset2. This dataset consists of 50
sets of documents, each of which is focused on a different topic, event or timespan. Each
set contains on average 10 documents from the newswire services of the Associated
Press and the New York Times. Short model summaries (665 characters or less) of each
set were constructed by up to four different assessors working independently, for use in
evaluation.

The systems entered into DUC-2004 were evaluated using the ROUGE metric [Lin, 2004],
which is also used here for evaluation to aid in comparisons between our work and other
approaches. ROUGE stands for Recall-Oriented Understudy for Gisting Evaluation and
is actually a set of evaluation measures. For our purposes we are focusing purely on
ROUGE-N which is a recall focused n-gram metric that evaluates an automatically pro-
duced summary against a set of model reference summaries. The size of the n-grams
used for evaluation can vary, but often simple uni-grams (giving a ROUGE-1 metric) are
used. DUC-2004 reported ROUGE-1, ROUGE-2, ROUGE-3, and ROUGE-4, although
the varying n-gram size did not overly affect the comparative performance of the systems
evaluated.

Evaluating our approach using ROUGE-1 across the 50 document sets gives a result
of 0.2948. This compares with the best and worst recorded at DUC-2004 of 0.3822
and 0.2419 respectively. This suggests that while our current implementation is not an
improvement on the current state-of-the-art, it’s performance should be acceptable. Due
to the modular nature of our approach upon integration of the component within a use
case tool, further tuning and adaption will be possible. While such tuning might not result
in higher ROGUE scores on a benchmark dataset, it should improve performance over
the intended task.

3.4 Software implementation

As mentioned previously the approach we adopted for multi-document summarization is
implemented as a GATE application. This makes it easy to embed it within other appli-
cations either directly, via the ForgetIT middleware, within an archive as a storlet, or in a
more generic fashion as a RESTful (representational state transfer) web service. Each
of these is straightforward to provide as we have previously developed, and reported,
generic components for hosting GATE applications in all four ways.

Currently the approach has been made available as a web service, with an interactive
demo (Fig. 4), using GATE WASP [Solachidis et al., 2015] (Web Application Service
Provider) to allow for easy experimentation and integration within the use case tools. The
service can be found at http://services.gate.ac.uk/forgetit/multidoc/ and
its technical details are listed in Table 1.

2http://duc.nist.gov/duc2004/tasks.html (Accessed date: 31-01-2016)
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Figure 4: Demo interface of the ForgetIT Multi-document Summarization service, for easy
experimentation

3.5 Conclusions

Summarization can be compared with the way in which human memories preserve per-
tinent details but allow extraneous information to fade over time and as such these ap-
proaches are a perfect fit with the aims of the ForgetIT project. Within the project we have
developed both single and multi-document summarization approaches (see [Solachidis
et al., 2015] for details on the single document approach) and which have been made
available in numerous ways (storlet, as a middleware component, and a RESTful web
service) to aid their usage both within the ForgetIT use case and potential outside the
project.
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Table 1: Software technical details of ForgetIT Multi Document Summarization

Functional description Multi-document summarization
Input text

Output text
Limitations configuration options not currently exposed

Language/technologies Java, GATE, and SUMMA
Hardware Requirements Any hardware with Java support and sufficient RAM

OS Requirements Any OS with Java support

4 Knowledge state modeling and tracking in Seed

4.1 Problem statement

In this deliverable we focus on challenges that affect the performance of Semantic Editor
(Seed) component, which was initially introduced in [Papadopoulou et al., 2014] and fur-
ther extended in [Solachidis et al., 2015], and in some cases hinder certain semantic text
composition user scenarios.

• Scenarios for semantic text composition involve frequent interaction with the knowl-
edge present in the text in the form of annotations. This interaction is a result of fre-
quent editing of text. In Seed, changes in the text require re-analyzing it to discover
potential modified entities, new entities or mentions thereof. This in turn causes
frequent communication between Seed’s front-end and back-end. For long texts
containing a lot of entities, this affects the speed of Seed and its responsiveness.

• In ForgetIT, the main use case of semantic text composition involves utilizing Seed
as the main text editor when interacting with Personal Information Manager (PIMO).
Therefore, texts edited in Seed are themselves modeled as entities. So far, inter-
action with texts in PIMO best serves single-author scenarios. For multiple authors
working on the same text, there is potential for improving knowledge consumption
and transfer beyond the reuse of semantic annotations embedded in text.

In order to tackle both of the previously mentioned points, we have been experimenting
with ways of modeling and tracking changes to knowledge in the text.

4.2 ForgetIT approach

Both of the problems presented earlier can be addressed by realizing a model for tracking
the state of knowledge in text being authored in Seed.

Fig. 5 from [Eldesouky et al., 2015] shows a logical representation of processes taking
place during a typical text authoring session in Seed. In the front-end, the content author-
ing process takes place, while in the back-end, the content analysis process is performed.
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The content analysis process in the back-end, is stateless. This means that it does not
keep track of the state of the extracted knowledge across multiple iterations of analysis.
For example if a user changes the text in Seed, the analysis process is initiated and re-
sults at its end in suggested annotations for the text. Upon a later change of the text, the
process is carried out again including all of the analysis steps on all of the text.

By incorporating a state representation of the extracted annotations, we can reuse an-
notations generated in the previous query instead of repeating redundant steps. We can
then selectively analyze only the changed or newly introduced parts of the text.

Additionally, we can benefit from the existence of a knowledge state representation on the
back-end in the case of multiple authors. By saving the state of the knowledge content
along with the textual content after authoring by one user, we can reuse that state for
other authors, thereby improving knowledge transfer between multiple authors. The saved
knowledge state representation can be utilized to provide multiple views upon the same
content as seen by different authors.

Content authoring

HTML Doc.

Content Analysis

Linked Open 
Data

Context 
Knowledge

Semantic 
Annotation

Disambiguation

Named Entity 
Recognition

Textual 
Content

Knowledge

HTML

Entity 
Candidates

Annotations

User

Sub-process Message ResourceLegend: Flow directionProcess

Figure 5: Simplified overview of analysis in Seed as a process diagram

We realized this by:

1. Implementing a mechanism for uniquely identifying distinct authoring sessions.

2. Implementing a model for tracking the state of entities in the text and relations among
them.
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4.2.1 Advances in comparison to the previous version

The previous version of Seed had a stateless back-end, which didn’t support storing or
tracking a shared model for knowledge extracted from texts being authored in Seed’s
front-end instances. On the other hand, the realization of the shared state model on the
back-end of the current version adds the following benefits:

1. Generated annotations in one query to the back-end can be reused later, instead of
repeated extraction and annotation.

2. Implementing collaborative authoring/editing at the same time is feasible now.

3. Interactions with annotations in the same text by authors on different instances of
the front-end can be compared and aggregated.

4.3 Experimental evaluation and comparison

In order to assess the benefits of implementing a shared state model on the back-end, we
measured the percentage of requests to the server, which are spared due to annotation
reuse. We tracked outgoing requests for disambiguating entity candidates in texts with an
average length of 460 words. Each text was loaded in the front-end and had at least 4
interactions (e.g., insertion, deletion or update). Over the course of a 24-hour experiment,
the average hit rate in the request cache on the back-end was 70.38%, whereas the
standard deviation thereof was 18.71%. This preliminarily shows that the performance
of the back-end benefits from sharing a state model across requests and multiple users.
With the ongoing utilization of the shared state model in the front-end, its benefit can be
further assessed.

4.4 Software implementation

There are several technical alternatives on which we could base our state representation
in Seed’s back-end. Following are a few alternatives:

• HTML Hidden fields Utilizing unique hidden fields in the HTML markup to distin-
guish between different users.

• URL Rewriting Appending a session identifier parameter with every request and
response to keep track of an authoring session. This is very tedious and error/prone
for our case.

• Cookies Small pieces of information that are sent by web servers in response head-
ers and get stored in the browser. This was not suitable due to the nature of Seed,
being a component embedded in surrounding web interfaces, which have their own
cookies.

c© ForgetIT Page 23 (of 99)



ForgetIT Deliverable 4.4

• Session Management APIs Built on top of one or more of the above methods to
realize a custom server-based session tracking mechanism.

We chose the fourth alternative to avoid limitations of the first three. So, we built on the
Java Servlet session management API using extra parameters to extend the concept of a
per-user-session. Using a combination of user identification tokens in PIMO and session
identification tokens from the front-end as well as the back-end, we identify individual text
authoring sessions, which could be working on the same text or on different ones, by the
same user or different ones.

Afterwards, we identified relevant information to be stored in the knowledge state repre-
sentation in the back-end as follows:

• The first obvious piece of information that would be stored in the session is entity
candidates resulting from the NLP-based (Natural Language Processing) analysis.
Those can be reused when needed to spare the repeated analysis of unchanged
parts of the text. It also spares repeated searches for entity candidates in the un-
changed text in Linked Open Data (LOD) sources.

• In addition to storing entity candidates, we also stored the result of their disambigua-
tion. We take into consideration the user’s modifications, rejections or additions, too.

A summary of the technical details of the software is shown in Table 2.

Table 2: Software technical details of Seed’s back-end

Functional description Added features to existing back-end of Seed
Input HTML-based rich text
Output In-memory / serialized representation of knowledge

about entities in the text
Limitations N/A
Language/technologies HTML, JavaScript, Java
Hardware Requirements N/A
OS Requirements Any OS with Java support

4.5 Conclusions

We have implemented a mechanism for knowledge state tracking and update in Seed.
This not only helps overcome limitations of the existing implementation, but also allows
for extending its functionality by implementing new features such as state sharing and
reuse.
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5 Image/video face detection and clustering

5.1 Problem statement

Person existence in an image or a video is quite important for estimating the Preservation
Value (PV) of it. Many parameters can affect the PV such as number of faces, location of
faces in the image/video, relative size of faces. This information can be extracted with the
use of a face detector. Furthermore, the frequency of the appearance of a specific person
in the collection (for example the dominant face) is an important piece of information.
Such information can be extracted by clustering the detected faces using a face clustering
method.

In this deliverable we present the updated editions of the face detection and face clus-
tering methods introduced in [Solachidis et al., 2015]. In the previous editions, several
low-level face representations such as SIFT [Over et al., 2014], LBP [Ahonen et al., 2006],
Gabor [Liu and Wechsler, 2002] features or combinations of them [Wolf et al., 2010] were
employed in order to represent faces. However, while these representations are based on
heuristics, deep learning networks can learn and create data-adaptive features from face
samples, thus generating more effective representations. Then, these representations
are used as similarity features for face clustering. Finally, the methods for image face
detection and clustering is upgraded to videos by including a pre-processing step where
the videos are segmented into shot, and then video keyframes are extracted from each of
them is treated as an image.

5.2 ForgetIT approach

5.2.1 Image face detection

While the previous version of face detection [Solachidis et al., 2015] employs facial fea-
tures (eyes, nose or mouth) the current one omits the calculation of these features. We
have noticed that by employing facial landmarks, face detection performance is slightly
improved but at the expense of significantly higher computational cost; as a result, we
decided to omit them. Furthermore, the number of face detectors used is limited from
four to three by removing the “haarcascade frontalface default” Haar Cascade detector.
This detector detects slightly more faces than the other detectors, but it also detects much
more non-facial regions, leading to low precision. As a result, the proposed method ac-
cepts a detected face if the number of skin-color pixels is above a threshold or if the facial
region is detected by all (three) face detectors.
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Table 3: DCNN network

Layer name Type Filter size/stride Output size Type/size/stride
Conv1 Convolution 5x5/1 20
Pool1 Pooling Max Max/2/2
Conv2 Convolution 5x5/1 20
Pool2 Pooling Max Max/2/2
Conv3 Convolution 5x5/1 50
Pool3 Pooling Max Max/2/2
Conv4 Convolution 5x5/1 50
Pool4 Pooling Max Max/2/2
Ip1 innerproduct 500
ReLU1 ReLU
Ip2 innerproduct 10

5.2.2 Image face clustering

The latest face clustering version is based on the one presented in the previous WP4 de-
liverable [Solachidis et al., 2015]. The method outline is the same as presented in Fig.14
of [Solachidis et al., 2015]. The main difference is that the images are not represented by
features extracted using local binary patterns, but instead a DCNN is employed.

A “Siamese” architecture [Bromley et al., 1993] is employed according to which a network
is replicated twice and a pair of faces is fed as input. Then, the network is trained based
on the distance of the feature representations of the face pair. If the pair face belongs to
the same person, then the distance should be below a threshold; otherwise it should be
above. This threshold value is arbitrarily set (in our case is set equal to 1).

The parameters of the network used are illustrated in Table 3. It consists of convolu-
tional layers followed by max pooling ones. As a result, each face is represented by a
10-dimensional vector and for each face pair the Euclidean distance of their vector repre-
sentations is calculated. The loss that is employed is the Contrastive Loss [Hadsell et al.,
2006]. Let F1, F2 be a pair of facial images given as input to the algorithm and ~V1, ~V2 the
output of the network for each face respectively. Let also Y denote the pair label, namely
let Y = 0/1 if F1, F2 are facial instances of the same person/ different people. Contrastive
Loss is given by

LC =
1

2
( Y ·D + (1− Y ) max(m−D, 0))

where D is the square of the Euclidean distance (|| · ||2) of ~V1, ~V2 (D = || ~V1 − ~V2||22) and
m > 0 is a distance margin which, in other words, defines a sphere of radius m around ~V
which should contain only similar pairs.

The network has been initially trained in a face dataset (more details about this dataset
are presented in Section 5.3). Similarly to the approach presented in [Solachidis et al.,
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2015], side information extracted from the hair and costume regions adjacent to the face
are employed in order to increase the clustering accuracy. Thus, after the initial training,
the network weights are fine-tuned by re-training the network using the must-link (ML)
and can-not link (CL) constrains. Due to the small number of the ML and CL pairs, the
fine-tuning procedure is fast and doesn’t increase significantly the overall execution time.

5.2.3 Video face detection and clustering

Before performing face detection and clustering on video, we segment it temporally. Ini-
tially, a shot segmentation algorithm is applied that detects the video shot changes [Apos-
tolidis and Mezaris, 2014]. Then, using the extracted shots, a scene detection algo-
rithm [Sidiropoulos et al., 2011] estimates the video scenes (which are groups of consec-
utive shots depicting the same event or dealing with the same theme). Furthermore, for
each shot, the temporally-middle frame is selected and extracted. Besides face detection
and clustering, these representative keyframes will be used in several subsequent anal-
ysis tasks, (e.g., video annotation), as explained in the sequel. Several image analysis
methods will be applied on this frame, that acts as shot representative, and their out-
put will characterize the entire shot. This keyframe-based approach was selected due to
the large size of video data and, at the same time, the need for fast algorithms that are
required for the ForgetIT applications (e.g., PIMO).

Figure 6: Video temporal segmentation

Following video temporal segmentation and keyframe extraction, each keyframe is treated
as image and fed into the image face detection algorithm. For video face clustering, the
bunch of the extracted face regions are clustered using the time information coming from
examining the video structure and the relative ordering of the keyframes in the video,
instead of the “time taken” information used for the images. Additionally, for the faces that
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belong to the same scene, costume similarity is also employed, based on the assumption
that within a scene the costumes of the people/actors do not change.

5.2.4 Advances in comparison to the previous version

The previous version of the method presented in [Solachidis et al., 2015] used local binary
patterns for feature extraction, instead of a DCNN that is employed in the current version.
Furthermore, the previous method for still images was extended in order to also support
face detection and clustering in video keyframes.

5.3 Experimental evaluation and comparison

The dataset used for training is the FaceScrub dataset [Ng and Winkler, 2014]. It com-
prises a total of 107,818 face images of 530 male and female celebrities, with about 200
images per person. However, since the actual images are not provided but only the im-
ages URLs are given, the downloaded dataset contain less images (88,191 images of
530 people).

The Caffe library [Jia et al., 2014] was employed for setting up and running the neural
network. The method was tested on the same dataset used in [Solachidis et al., 2015],
that is, a collection gathered from partners of the ForgetIT project that consists of 484
images from the vacation of a group of five people.

The metrics used for evaluating the clustering method are the ones used in previous
deliverable (see p. 47-48 in [Solachidis et al., 2015]), namely Fmeasure (calculated from
precision and recall) and compression ratio. The updated method attained higher Fmeasure

than the previous one (0.894 vs 0.855), having similar compression ratio.

5.4 Software implementation

The face detection and clustering methods for still images and video collections are al-
ready parts of the overall image/video analysis web service described in detail in Sec-
tion 10. As explained in previous sub-sections, in the video case, keyframe extraction is
initially performed using a video shot segmentation method and then, face detection and
clustering methods are applied on the extracted video keyframes. Both face detection
and clustering methods are implemented using C++. Furthermore, in network training the
benefits in terms of execution time are exploited if CUDA capable3 NVIDIA graphic card
is available while parallel processing software manages the fast face detection on images
and keyframes. In Table 4 the software technical details of the methods are listed.

3http://www.nvidia.com/object/cuda home new.html (Accessed date: 31-01-2016)
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Table 4: Software technical details for the ForgetIT face detection and face clustering meth-
ods (for still images and videos)

Functional description Face detection and clustering
Input An image or video collection

Output Coordinates of bounding boxes where a face is located and
clusters of similar faces

Limitations N/A
Language/technologies C++
Hardware Requirements CUDA capable NVIDIA graphic card with compute capability

3.0 or greater
OS Requirements Windows

5.5 Conclusions

In this section an update of the face detection and clustering methods introduced in [Pa-
padopoulou et al., 2014] and [Solachidis et al., 2015] is presented. Face detection and
clustering can be used in order to find the dominant or main persons of an image or video
collection. The results of face detection and clustering are used in image collection sum-
marization (e.g., to keep the images that contain a specific person or dominant persons
that appear in large clusters), mainly in the personal preservation scenario.

6 Image/video annotation

6.1 Problem statement

Image/video annotation refers to the task of assigning semantic labels to images, videos,
or video-fragments (e.g., shots) based on a predefined list of labels [Snoek and Worring,
2009]. Images are commonly annotated with concept labels (aka keywords or tags) that
refer to objects (e.g., “car” and “chair”), activities (e.g., “running” and “dancing”), scenes
(e.g., “hills” and “beach”), etc. Video annotation can be performed at the fragment level
where, video is initially segmented into meaningful fragments, called shots; one or more
keyframes are extracted from each shot and these keyframes are subsequently annotated
with concept labels. This process is known as concept-based video annotation. The
entire video (or fragments of it) can additionally be annotated with complex event labels,
which is known as video event detection. Indicative examples of complex events are:
“Attempting a bike trick”, “Cleaning an appliance”, or “Beekeeping”. The latter have been
retrieved from the Multimedia Event Detection (MED) task of the TRECVID benchmarking
activity [Over et al., 2014]. Automatically understanding the content of images/videos
in order to annotate them is a challenging and intensively investigated problem. In the
previous deliverables ([Papadopoulou et al., 2014], [Solachidis et al., 2015]) we followed
a typical two-step label detection procedure for image annotation: 1. Extraction of hand-
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crafted features; referring to interest point detection, local feature extraction and feature
encoding. 2. Classification; referring to the process of building classifiers that learn the
associations between the extracted features and semantic labels. A similar process can
be followed for video annotation. In this case, video sequences are firstly segmented into
one or more characteristic keyframes, the keyframes can subsequently been treated as
images.

A recent trend in video/image annotation is to learn features directly from the raw keyframe
pixels using deep convolutional neural networks (DCNNs). DCNNs consist from many
layers of feature extractors which makes them having a more sophisticated structure
than hand-crafted representations. DCNNs can be used both as standalone classifiers
and also as generators of image/video-fragment features (descriptors). Several DCNN
software libraries are available in the literature, e.g., Caffe [Jia et al., 2014], MatCon-
vNet [Vedaldi and Lenc, 2015], and different DCNN architectures have been proposed,
e.g., CaffeNet [Krizhevsky et al., 2012], GoogLeNet [Szegedy et al., 2014], VGG Con-
vNet [Simonyan and Zisserman, 2014]. For learning the associations between the im-
age/video representations and semantic labels, algorithms reported in [Solachidis et al.,
2015], such as Linear Support Vector Machines (LSVMs), Logistic Regression (LR) and
kernel SVMs (preferring the histogram intersection kernel), still represent the state-of-the-
art.

The current deliverable describes the extensions regarding the work presented in deliv-
erable [Solachidis et al., 2015]; there extensions can be summed up by the following
points:

• The introduction of DCNN-based features for image/video representation.

• A video annotation system for concept-based detection at video-fragment level.

• A dimensionality reduction method that improves the video annotation accuracy
[Sidiropoulos et al., 2014, Arestis-Chartampilas et al., 2015].

• A cascade algorithm [Markatopoulou et al., 2015b] for combining the DCNN-based
features with the hand-crafted features of [Solachidis et al., 2015].

• A video annotation system for complex event detection on the entire video.

6.2 ForgetIT approach

In order to improve the performance of the image annotation approach of [Solachidis et al.,
2015] we developed methods in the following directions: In the image annotation pipeline
we improve the visual information analysis pipeline by replacing hand-crafted features
with DCNN-based features. In addition, we introduce two different strategies for dealing
separately with the image retrieval and the image annotation problem. The experimental
results show a significant increase to the accuracy of the image annotation system com-
pared to [Solachidis et al., 2015]. Furthermore, we extend the visual analysis with video
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annotation approaches. Specifically, 1) We introduce a new video annotation pipeline in
order to analyze videos fragments. 2) We improve the video-fragment annotation accu-
racy by developing a dimensionality reduction technique. 3) We optimally combine many
classifiers trained on different types of features using a cascade architecture. 4) We an-
notate video sequences not only with simple concept labels but also with complex event
labels.

6.2.1 DCNN features for concept-based annotation of images

For the visual representation of images we replace the hand-crafted features, used in
visual concept detection method of [Solachidis et al., 2015], with DCNN-based features.
Specifically, we use the pre-trained 22-layer GoogLeNet network [Szegedy et al., 2014].
Two different directions are followed with respect to the image retrieval and the image
annotation problem that consequently result to two different sets of concept detection
scores. With respect to the image annotation problem, GoogLeNet is used as a stan-
dalone classifier, where the direct output of the network that corresponds to the final
class label prediction for 1000 ImageNet ISLVRC categories constitutes the returned set
of scores. With respect to the image retrieval problem we use the TRECVID Semantic
Indexing (SIN) 2013 development dataset [Over et al., 2013] that consists of 800 hours
of video. We apply the GoogLeNet on the TRECVID keyframes and we use as a fea-
ture each of the last fully connected layers that correspond to the three classifiers of
GoogLeNet. Then, each of the three 1000-element feature vectors is used separately to
represent each TRECVID keyframe. We train concept detectors for 183 concepts, which
constitute a subset of the 346 concepts, used in our previous work in ForgetIT [Solachidis
et al., 2015]. This subset of concepts was carefully selected according to the ForgetIT
needs. These feature vectors serve as input for training SVMs, separately for each tar-
get concept, resulting in 3×183 concept detectors. Finally, the method of online training,
which was introduced in [Solachidis et al., 2015], for automatic collection of positive train-
ing data from the Web [Papadopoulou and Mezaris, 2015] was also updated with the
DCNN-based features in order to populate the concept list with more user-defined con-
cepts.

6.2.2 Extension of concept-based annotation to video fragments

Figure 7 presents the video annotation pipeline at the video-fragment level. Particularly,
a video is given as input to the video decomposition component (Section 5.2.3), it is seg-
mented into shots, and one keyframe is extracted from each shot. Then, each keyframe
is treated as an image and a procedure similar to that of the concept-based image an-
notation pipeline (Section 6.2.1) is followed. The difference is that a modification of the
GoogLeNet [Szegedy et al., 2014] is used for video-fragment representation (as explained
below). Similarly to image annotation, two sets of scores are extracted, one optimized for
the retrieval and one for the annotation problem.

c© ForgetIT Page 31 (of 99)



ForgetIT Deliverable 4.4

Specifically for the video annotation problem we fine-tune GoogLeNet [Szegedy et al.,
2014] on the development set of the TRECVID SIN 2013 positive samples for 323 con-
cepts. Specifically, the output classification layer for the 1000 ImageNet ISLVRC cate-
gories of the pre-trained GoogLeNet network is discarded and replaced with a 1024-
dimensional fully connected layer, along with RELU and dropout layers, followed by a
323-dimensional fully connected layer, which constitutes the classification layer for the
323 concepts. Due to the fact that the GoogLeNet has three output classification layers,
the above procedure is repeated for all of them. This approach extends each classifier
of the GoogLeNet [Szegedy et al., 2014] by one layer. We use the output of the last
classification layer of the GoogLeNet fine-tuned network (Loss3-323) as a feature vec-
tor to train SVMs separately for each concept. Furthermore, we use the output of the
extended hidden layer corresponding to the first (Loss1-fci), the second (Loss2-fci) and
the third classifier (Loss3-fci) of the GoogLeNet fine-tuned network, which results to a
1024-element vector for each one of the layers. Each of these features is also used as
input to SVMs. In total, 4 SVMs per concept are trained and then fused (in terms of arith-
metic mean) for each target concept. With respect to the indexing problem, in addition to
the DCNN-based features we also use the three local descriptors that were used in [So-
lachidis et al., 2015] for image annotation (ORB, RGB-ORB, OpponentORB). All the local
descriptors are compacted using Principal Component Analysis (PCA) and are subse-
quently aggregated using the Vector of Locally Aggregated Descriptors (VLAD) encoding.
The VLAD vectors are reduced to 4000 dimensions. Thus, in total, 7 SVMs per concept
are trained and then fused (in terms of arithmetic mean) for each target concept.

Figure 7: Concept-based annotation of video fragments

6.2.3 GPU-AGSDA method for improved concept-based annotation

GPU-AGSDA is a Generalised Subclass Discriminant Analysis method [Arestis-Chartampilas
et al., 2015], accelerated by utilizing the framework proposed in [Gkalelis and Mezaris,
2015] and by the use of GPU hardware. It is designed with the purpose of dimensionality
reduction for classification. Its strength is that it can greatly reduce the feature vector
dimensionality (possibly to just 2 or 3 elements per vector) and when combined with lin-
ear SVMs, it can still achieve kernel SVM classification accuracy in orders-of-magnitude
less time than a state-of-the-art Central Processing Unit (CPU)-only Kernel SVM method
would require. In this deliverable we exploit the benefits of GPU-AGSDA by reducing the
dimensionality of the features extracted by the local descriptors and the DCNN-based fea-
ture vectors of our video annotation pipeline presented in subsection 6.2.2. Experimental
results show improvement for the reduced feature vectors over the full feature vectors
(Table 6).
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6.2.4 Cascade architecture for combining multiple features

Image/video annotation requires for each concept to train and combine many base clas-
sifiers (SVMs) that have been trained on different types of features (e.g., DCNN-based,
ORB, RGB-ORB etc.). This process of combining many base classifiers instead of using
a single one (trained on a single type of features), showed to improve the video/image an-
notation accuracy. The simplest way to combine the output of the employed classifiers for
the same concept is late fusion e.g., in terms of arithmetic mean as in subsection 6.2.2.
However, we introduce here a more elaborate approach that arranges the base classi-
fiers on a cascade architecture. We have developed a cascade of classifiers presented
in [Markatopoulou et al., 2016], where the trained classifiers are arranged in stages using
a search-based algorithm. An image/keyframe is classified sequentially by each stage
and the next stage is triggered only if the previous one returns a positive prediction (i.e.
that the concept appears in the image/keyframe). The rationale behind this is to rapidly
reject images/keyframes that clearly do not match the classification criteria, and focus the
complete set of classifiers on those images/keyframes that are more difficult and more
likely to depict the sought concept. Consequently, this procedure is able to reduce the
number of classifier evaluations and subsequently the number of classifiers to be fused.

6.2.5 Video annotation with complex event labels

In the domain of video annotation with complex event labels, there are numerous chal-
lenges associated with building effective video event detectors. One of them is that often
there is only a limited number of positive video examples available for training. In this
case, it is of high interest to further exploit video samples that do not exactly meet the
requirements for being characterized as true positive examples of an event, but neverthe-
less are closely related to an event class and can be seen as “related” examples of it (i.e.
videos that are closely related with the event, but do not meet the exact requirements for
being a positive event instance). This is simulated in the TRECVID MED task [Over et al.,
2014] by the “near-miss” video examples provided for each target event class.

In the proposed approach, for video representation, 2 keyframes per second are extracted
at regular time intervals from each video. Then, each keyframe is represented using the
last hidden layer of a pre-trained DCNN. More specifically, a 16-layer pre-trained deep
ConvNet network provided in [Simonyan and Zisserman, 2014] is used. This network
was trained on the ImageNet data [Deng et al., 2009], providing scores for 1000 Ima-
geNet concepts; thus, each keyframe has a 1000-element vector representation. Then,
the typical procedure followed in state-of-the-art event detection systems, which includes
the computation of a video-level representation for each video by taking the average of
the corresponding keyframe-level representations, is followed [Yu et al., 2014, Guangnan
et al., 2014, Bolles et al., 2014].

Except for [Tzelepis et al., 2013], none of the state-of-the-art works take full advantage of
these related videos for learning from few positive samples; instead, the “related” samples
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are either excluded from the training procedure [Guangnan et al., 2014, Bolles et al.,
2014], or they are mistreated as true positive or true negative instances [Douze et al.,
2014]. In contrast, in our earlier work in ForgetIT [Tzelepis et al., 2013] we exploited
related samples by handling them as weighted positive or negative ones by applying
an automatic weighting technique during the training stage. To this end, a relevance
degree in (0, 1] is automatically assigned to all the related samples, indicating the degree
of relevance of these observations with the class they are related to. It was shown that
this weighting resulted in learning more accurate event detectors.

Another challenge is that video representation techniques usually introduce uncertainty
in the input that is fed to the classifiers, and this also needs to be taken into considera-
tion during classifier training. In ForgetIT [Tzelepis et al., 2015a, Tzelepis et al., 2016],
we dealt with the problem of learning video event detectors when a limited number of
positive and related event videos are provided. For this, we exploited the uncertainty of
the training videos by extending the Linear Support Vector Machine with Gaussian Sam-
ple Uncertainty (LSVM-GSU), presented in [Tzelepis et al., 2015b], in order to arrive at
non-linear decision functions. Specifically, we extended this version of LSVM-GSU that
assumes isotropic uncertainty (hereafter denoted LSVM-iGSU) into a new kernel-based
algorithm, which we call KSVM-iGSU. We also further extended KSVM-iGSU, drawing
inspiration from the Relevance Degree kernel SVM (RD-KSVM) proposed in [Tzelepis
et al., 2013], such that related samples can be effectively exploited as positive or nega-
tive examples with automatic weighting. We refer to this algorithm as RD-KSVM-iGSU.
We show in the experimental results section (Section 6.3) that the RD-KSVM-iGSU algo-
rithm results in more accurate event detectors than the state-of-the-art techniques used
in related works, such as the standard kernel SVM and RD-KSVM.

6.2.6 Advances in comparison to the previous version

The current image/video annotation system extends the previous system described in
deliverable [Solachidis et al., 2015] on the following points:

• Introduces DCNNs as concept detectors and shows that they are more accurate
than the corresponding detectors of [Solachidis et al., 2015] for solving both anno-
tation and retrieval problems based on the way they are used; i.e. as standalone
classifiers or as generators of features, respectively.

• Introduces a video annotation system for concept-based detection on video-fragment
level.

• Improves the concept detection accuracy by using the GPU-AGSDA method for
dimensionality reduction.

• Combines a subset of hand-crafted features presented in [Solachidis et al., 2015]
(ORB, RGB-ORB, OpponentORB) with DCNN-based features using a cascade of
classifiers.
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• Supports the annotation of video not only with simple concept labels (on video-
fragment level) but also with complex event labels (on the entire video level).

6.3 Experimental evaluation and comparison

Our experiments with respect to concept-based image and video-fragment annotation
were performed on the TRECVID 2013 (SIN) dataset [Over et al., 2013] for a set of 38
concepts as stated in [Solachidis et al., 2015]. Tables 5 presents the results related to the
improvements introduced in Section 6.2.1, in terms of Mean Extended Inferred Average
Precision (MXinfAP) [Yilmaz et al., 2008], which is an approximation of the mean aver-
age precision (MAP) suitable for the partial ground truth that accompanies the TRECVID
dataset. In Table 5 we compare the following methods: Method A refers to the previous
version of image annotation that uses hand-crafted features only [Solachidis et al., 2015],
Methods B and C refer to the current versions for concept-based image and video anno-
tation, respectively that use the DCNN features presented in Sections 6.2.1 and 6.2.2.

Table 5: Mean Extended Inferred Average Precision (MXinfAP) for 38 single concepts on the
TRECVID 2013 SIN dataset. The use of DCNNs improves the method’s accuracy
from 17.45 to 25.25 for images and 30.45 for videos.

Method A Method B Method C
Images, Vlad - encoding Images - DCNNs Videos - DCNNs

MXinfAP 17.45 25.58 30.45

Fig. 8 and 9 show two examples of our video annotation approach for the two different
video analysis problems (i.e., video-fragment annotation, video-fragment retrieval). In
section 6.1 we have seen that DCNNs can be used both as standalone classifiers and
as feature generators. For each of the video analysis problem we collect two different set
of scores based on the way that DCNNs have been used (i.e., as standalone classifiers,
or as feature generators). Fig. 8 refers to the video-fragment annotation problem, where
using the DCNN as standalone detectors returns a more meaningful label ranking (Fig.
8(b)) compared to the label ranking returned by the DCNN when it is used as feature
generator (Fig. 8(c)). In the former case, the DCNN correctly annotates the figure with the
label “bicycle”. In the latter case, labels “man made thing”, “body parts”, etc. are returned
as most suitable annotations, which are not specific enough and representative of the
keyframes content. We conclude, that regarding the video/image annotation problem
it is more important to train many concepts together, as a DCNN does, than learning
concepts independently, e.g. by using DCNN-based features as input to individual SVM
classifiers. Fig. 9 refers to the video-fragment retrieval problem for the concept “airplane”.
For this problem, using the DCNN as feature generator (Fig. 9(b)) outperforms using it
as a standalone classifier (Fig. 9(a)). In the latter case we see some wrongly retrieved
keyframes that do not depict an airplane.
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(a)

(b) (c)

Figure 8: Example results for the video annotation problem: (a) image (b) DCNN is used as
standalone classifier, (c) DCNN is used as generator of features.

(a) (b)

Figure 9: Example results for the video retrieval problem:(a) DCNN is used as standalone
classifier, (b) DCNN is used as generator of features.

Concerning the introduction of the cascade architecture (Section 6.2.4), we extend the set
of extracted features presented in Section 6.2.2 with more DCNN-based but also hand-
crafted features. A big pool of features is needed in this case in order to benefit from
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the use of the cascade architecture. As a result, we train a cascade of 11 different visual
descriptors that have been arranged in four cascade stages. Specifically, the cascade
consists of one binary local descriptor and its two color variants (ORBx3), two types of
non-binary local descriptors with their color variants (SURFx3, SIFTx3), the output of the
last hidden layer of ConvNet (fc7) network and the output of the last classification layer of
the GoogLeNet fine-tuned network. We train one Linear SVM (LSVM) for each of the 11
visual descriptors. Therefore, 11 LSVMs per concept are trained and arranged on cascade
stages. The scores returned from them are fused using the cascade. Table 6 presents the
accuracy of the proposed cascade in terms of MXinfAP (Approach A). We also compare
the proposed cascade with the late fusion alternative (Approach B), where the scores
returned from the LSVMs are fused using the arithmetic mean. Finally, to analyse the
influence of GPU-AGSDA on the vectors of the extracted features, we compare in Table 6
a) the proposed cascade (Approach C) and b) the late fusion alternative (Approach D)
when all features are firstly reduced using the GPU-AGSDA method.

Table 6: Mean Extended Inferred Average Precision (MXinfAP) for 38 single concepts on
the TRECVID 2013 SIN dataset

Approach A Approach B Approach C Approach D
Cascade Late Fusion Cascade+AGSDA Late Fusion+AGSDA

MXinfAP 30.37 30.17 31.79 31.89

We observe that cascade and late fusion present similar accuracy. However, these dif-
ferences, although small, are accompanied with considerable improvements in compu-
tational complexity when the proposed cascade is employed. Specifically, the employed
cascades lead to approximately 37% relative decrease in the amount of classifier evalua-
tions compared to the late fusion alternative. Regarding the use of the AGSDA dimension-
ality reduction technique, according to Table 6, it improves the concept detection results,
compared to the use of the initial feature vectors. Details on the very significant com-
putational efficiency gains of using AGSDA can be found in [Arestis-Chartampilas et al.,
2015].

On the subject of video annotation with event labels the large-scale video dataset of the
TRECVID Multimedia Event Detection (MED) 2014 benchmarking activity [Over et al.,
2014] is used for evaluation in our experiments. Similarly to [Tzelepis et al., 2015b,
Tzelepis et al., 2015a], we used only the training portion of the TRECVID MED 2014
task dataset, which provides ground-truth information for 30 complex event classes, since
for the corresponding evaluation set of the original TRECVID task there is no ground-truth
data available. Hereafter, we refer to the aforementioned ground-truth-annotated dataset
as MED14 and we divide it into a training subset, consisting of 50 positive and 25 related
(near-miss) samples per event class, together with 2496 background samples (i.e. videos
that are negative examples for all the event classes), and an evaluation subset consisting
of approximately 50 positive and 25 related samples per event class, along with another
2496 background samples.
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For assessing the detection performance of each trained event detector, the average pre-
cision (AP) [Robertson, 2008] measure was utilized, while for measuring the detection
performance of a classifier across all the event classes we used the mean average preci-
sion (MAP), as is typically the case in the video event detection literature, e.g., [Gkalelis
et al., 2014, Over et al., 2014, Tzelepis et al., 2013, Tzelepis et al., 2015a].

In contrast to the existing event detection literature, in the case of RD-SVM-iGSU (or also
KSVM-iGSU and the original LSVM-iGSU), the keyframe-level video representations can
be seen as observations of the input Gaussian distributions that describe the training
videos. That is, let X be a set of l annotated random vectors representing the aforemen-
tioned video-level model vectors. We assume that each random vector is distributed nor-
mally; i.e. for the random vector Xi representing the i-th video, we have Xi ∼ N (xi,Σi).
Also, for each random vector Xi, a number Ni, of observations, {xt

i ∈ Rn : t = 1, . . . , Ni}
is available; these are the keyframe-level model vectors that have been computed. Then,
the mean vector and the covariance matrix of Xi are computed respectively as follows

xi =

∑Ni

t=1 x
t
i

Ni

, Σi =

∑Ni

t=1(x
t
i − xi)(x

t
i − xi)

>

Ni − 1
(6.1)

Due to the assumption for isotropic covariance matrices, we approximated the above
covariance matrices as multiples of the identity matrix, i.e. Σ̂i = σ2

i In by minimizing the
squared Frobenious norm of the difference Σi− Σ̂i with respect to σ2

i . It can be shown (by
using simple matrix algebra [Golub and Van Loan, 2012]) that for this it suffices to set σ2

i

equal to the mean value of the elements of the main diagonal of Σi.

The kernel extensions of LSVM-iGSU [Tzelepis et al., 2015b] (KSVM-iGSU, RD-KSVM-
iGSU) were tested on the MED14 dataset, and compared to standard kernel SVM (KSVM),
LSVM-iGSU [Tzelepis et al., 2015b] and RD-KSVM [Tzelepis et al., 2013]. We note here
that for the problem of video event detection (and especially when only a few positive
training samples are available), kernel SVM is the state-of-the-art approach [Yu et al.,
2014, Bolles et al., 2014]. On the other hand, when a few related samples are available,
RD-KSVM leads to state-of-the-art detection performance [Tzelepis et al., 2013]. We ex-
perimented on the problem of learning from 10 positive examples per each event class,
together with 5 related samples, that were drawn from the set of 25 related samples pro-
vided for each event class following the method presented in [Tzelepis et al., 2013]; i.e.
the 5 nearest to the median of all 25 related samples were kept for training both RD-KSVM
and RD-SVM-iGSU. Also, we randomly chose 70 negative samples for each event class,
while we repeated each experiment 10 times. That is, for each different experimental
scenario, the obtained performance of each classifier (KSVM, RD-KSVM, LSVM-iGSU,
KSVM-iGSU, and RD-SVM-iGSU) was averaged over 10 iterations, for each of which 10
positive samples have been randomly selected from the pool of 50 positive samples that
are available in our training dataset for each target event class.

For all the above experimental scenarios where a kernel classifier was used, the Radial
Basis Function (RBF) kernel had been used. Training parameters (C for LSVM-iGSU;
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C, γ for KSVM, KSVM-iGSU; and C, γ, and c for RD-KSVM, RD-KSVM-iGSU) were ob-
tained via cross-validation. For C, γ, a 10-fold cross-validation procedure (grid search)
was performed with C, γ being searched in the range {2−16, 2−15, . . . , 22, 23}. For c, an
approach similar to that presented in [Tzelepis et al., 2013] was followed. That is, related
samples were initially treated as true positive and true negative ones (in two separate
cross-validation processes) and C, γ were optimized as described above; then, by exam-
ining the minimum cross-validation errors of the two above processes, we automatically
chose whether to treat the related samples as weighted positive or weighted negative
ones, and also fixed the value of C to the corresponding optimal value. Using this C, we
proceeded with a new cross-validation process (again grid search) for finding the optimal
γ, c pair (where c was searched in the range [0.01, 1.00] with a step of 0.05).

Table 7 shows the performance of the latest ForgetIT methods KSVM-iGSU and RD-
KSVM-iGSU, compared to LSVM-iGSU [Tzelepis et al., 2015b], the standard KSVM, and
the RD-KSVM [Tzelepis et al., 2013], respectively, in terms of average precision (AP),
for each target event, and Mean AP (MAP), across all target events. Bold-faced values
indicate the best performance for each event class. We can see that LSVM-iGSU, whose
improved performance over the standard linear SVM was studied extensively in [Tzelepis
et al., 2015b], cannot outperform the kernel methods that are typically used for the video
event detection problem, achieving a MAP of 0.1761. Without using any related samples,
KSVM-iGSU that takes into account the input uncertainty, outperformed the standard ker-
nel SVM for 25 out of 30 target event classes, achieving a MAP of 0.2527 in comparison
to KSVM’s 0.2128 (achieving a relative boost of 18.75%). Moreover, when related sam-
ples were used for training, the proposed RD-KSVM-iGSU outperformed the baseline
RD-KSVM for 27 out of 30 target event classes, achieving a MAP of 0.2730, in compari-
son to RD-KSVM’s 0.2218 (i.e. a relative boost of 23.08%). This RD-KSVM-iGSU result
also represents a 8% relative improvement (MAP of 0.2730 versus 0.2527) in comparison
to KSVM-iGSU, which does not take advantage of related video samples during train-
ing. The above results suggest that using uncertainty for training video event detectors
leads to promising results, while the additional exploitation of related samples can further
improve event detection performance.

Finally, in Fig. 10 we present indicative results of RD-KSVM-iGSU [Tzelepis et al., 2016] in
comparison with RD-KSVM [Tzelepis et al., 2013] for four event classes, showing the top-5
videos each classifier retrieved. Green borders around frames indicate correct detection
results, while red ones indicate false detection. These indicative results illustrate the
practical importance of the AP and MAP differences between these two methods that are
observed in Table 7.

6.4 Software implementation

For image/video annotation we developed our software, using C++. In the case that a
video is given as input to the software, the temporal video segmentation method de-
scribed in previous section is called first, in order to extract keyframes from the input
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Table 7: Evaluation of event detection approaches on the MED14 dataset (AP (per event
class), MAP (total))

Event
Class LSVM-iGSU KSVM KSVM-iGSU RD-KSVM RD-KSVM-

iGSU

E021 0.1741 0.1763 0.1923 0.1823 0.2167
E022 0.1847 0.1903 0.2495 0.2009 0.2604
E023 0.4832 0.5665 0.6361 0.5435 0.6432
E024 0.0536 0.0482 0.0667 0.0489 0.0549
E025 0.0117 0.0210 0.0257 0.0200 0.0287
E026 0.1002 0.1388 0.1530 0.1385 0.1701
E027 0.1600 0.2882 0.4162 0.2899 0.4002
E028 0.2030 0.2234 0.2338 0.2250 0.2495
E029 0.2394 0.2321 0.2948 0.2521 0.3106
E030 0.1612 0.2464 0.2220 0.2398 0.2451
E031 0.4911 0.4595 0.6122 0.4762 0.6497
E032 0.0706 0.1278 0.1490 0.1301 0.1729
E033 0.2217 0.3170 0.3731 0.3265 0.3971
E034 0.1658 0.2129 0.3302 0.2231 0.6541
E035 0.2331 0.2650 0.3580 0.2874 0.3771
E036 0.1753 0.1897 0.2139 0.1923 0.2230
E037 0.2454 0.2928 0.3325 0.3133 0.3569
E038 0.0745 0.1127 0.1231 0.1187 0.1259
E039 0.2161 0.2531 0.3990 0.3294 0.3986
E040 0.5809 0.3205 0.3157 0.3095 0.3021
E041 0.0489 0.1589 0.2166 0.1782 0.2254
E042 0.1021 0.1358 0.1787 0.1532 0.1799
E043 0.0967 0.1568 0.2037 0.1890 0.2101
E044 0.0732 0.2697 0.2087 0.2543 0.1968
E045 0.1307 0.2315 0.2517 0.2385 0.2786
E046 0.1952 0.2457 0.2668 0.2412 0.2721
E047 0.0531 0.0837 0.1796 0.1187 0.1865
E048 0.0672 0.0642 0.0672 0.0654 0.0674
E049 0.0641 0.1250 0.1245 0.1189 0.1329
E050 0.2076 0.2321 0.1867 0.2489 0.2039
MAP 0.1761 0.2128 0.2527 0.2218 0.2730

video. Then the software takes the following steps to annotate the images/keyframes:
1) extracts DCNN-based features from the input images/keyframes, 2) Serves the ex-
tracted features into trained concept detectors, 3) Returns two sets of scores that contain
the probabilities of the presence of each concept; each set of scores corresponds to
the two analysis problems: video/image annotation, where DCNN is used as standalone
classifier, video/image retrieval where DCNN is used as feature generator. If a CUDA
capable NVIDIA graphic card is available the process is accelerated following the GPU-
processing, otherwise, parallel processing is followed using openMP4 that manages the
execution time. Both the image and video annotation methods are integrated at the overall
ForgetIT system as web services and a detailed description of each service functionality
and instruction of use is given in Section 10. The technical characteristics of the methods

4http://openmp.org/wp/ (Accessed date: 31-01-2016)
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Figure 10: Indicative results (top-5 returned shots) for comparing RD-KSVM-iGSU with RD-
KSVM, for four event classes

are presented in Table 8.

6.5 Conclusions

In this section the updated methods for image annotation is presented and new methods
are introduced for video annotation. For concept-based video annotation on the video-
fragment level, we extended the image annotation method by adding a pre-processing
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Table 8: Software technical details for the ForgetIT concept-based annotation for image
collections and videos

Functional description Image/video annotation
Input An image or an image collection or video keyframes (result

of temporal video segmentation)
Output Vectors of scores per image - keyframe indicating the pres-

ence of concepts
Limitations N/A

Language/technologies C++ (Microsoft visual studio 2013 compiler), parallel pro-
cessing using openMP

Hardware Requirements CUDA capable NVIDIA graphic card with compute capability
3.0 or greater

OS Requirements Windows

step, which segments the video in keyframes, and then treat each of them as an image.
Additionally, we experimented with more elaborate approaches of combining the outputs
of classifiers trained on different types of features (hand-crafted, DCNN-based, etc.) and
also exploit the benefits in terms of accuracy while using the GPU-AGSDA method. Fi-
nally, we presented methods that can be used in order to annotate video sequences with
more complex events.

7 Image/video quality assessment

7.1 Problem statement

Knowledge of the quality of an image or a video is important since it can be exploited for
the estimation of the Preservation Value (PV). For example, one simple rule that can be
easily applied is not to preserve media items that were assessed to be of low quality. An
image quality assessment (IQA) method was introduced in [Papadopoulou et al., 2014],
where four quality measures were applied on each image of the collection. Separately for
each measure a quality score was extracted and subsequently a final score, calculated by
fusing the four measures, was used for quantifying the overall quality of an image. In this
deliverable we study a more complex measure, the perceived photographic appeal of the
image, aiming to calculate the aesthetic quality of an image. Low-level features, such as
brightness, texture, color distribution etc. are used for assessing the aesthetic quality of an
image [Tong et al., 2005, Datta et al., 2006, Luo and Tang, 2008] as well as combinations
of low- and high-level features, such as generic image descriptors (e.g., SIFT), concepts
and objects depicted in photo, object positioning and the rule of thirds [Ke et al., 2006, Lo
et al., 2012, Marchesotti et al., 2011, Dhar et al., 2011]. Moreover, in this document we
introduce new methods for both the quality assessment and the aesthetic quality assess-
ment of videos. In the relevant literature the Video Quality Assessment (VQA) metrics are
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categorized as 1) Full-Reference (FR), 2) Reduced-Reference (RR) [Winkler and Mohan-
das, 2008] and 3) No-Reference (NR). NR video metrics, as the name suggests, are much
more flexible for user-end applications. However, the studies on the NR metrics are rather
limited. There are basically two different non-hybrid approaches used for the NR quality
metrics: artifact- and network quality- based. In the artifact-based methods, quality is
described as a function of artifacts such as blurriness, blockiness, jerkiness etc. Various
methods are used to parameterize these artifacts in this metric type [Farias and Mitra,
2005, Eden, 2007, Lin et al., 2012b, Zhu et al., 2013a]. On the other side, in the network
quality-based metric type, the quality is related with parameters of compression, transmis-
sion etc. and the state-of-the-art methods follow two directions; finding visibility of packet
losses [Staelens et al., 2010, Argyropoulos et al., 2011] and bitstream-based methods
which use different parameters such as bit count, Quantization Parameter (QP), Motion
Vector (MV) information, frame types etc. [Keimel et al., 2011, Liu et al., 2011, Staelens
et al., 2013, Zhao et al., 2014]. Finally, although Video Aesthetic Quality (VAQ) is a chal-
lenging task, it has not been extensively studied. Some of features have been introduced
in order to support VAQ assessment in videos, such as semantically independent (motion
space, hand-shaking, color and frame composition) and semantically dependent features
(motion direction entropy, color saturation and lightness) [Yang et al., 2011], and photo-
and motion-based features [Yang et al., 2011]. Furthermore, in [Niu and Liu, 2012], the
authors design a variety of aesthetics-related features for video, such as visual continuity
and shot length, and examine their performance in finding professional videos.

7.2 ForgetIT approach

In the following the methods developed in ForgetIT for assessing the quality and the aes-
thetic quality of still images and videos are presented.

7.2.1 Image aesthetic quality assessment

The evaluation of the aesthetic quality of a photo can be considered as a subjective task.
However, there are some rules and guidelines which are widely used by amateur and
professional photographers and contribute to the aesthetic appeal of the photo. We de-
veloped an image aesthetic quality assessment approach which is based on a set of
photographic rules. Specifically, we introduce a set of four feature vectors that corre-
spond to four basic rules of photography and describe the photo’s simplicity, colorfulness,
sharpness and pattern. The aforementioned features are concatenated in a final feature
vector where a SVM classifier is applied in order to perform the aesthetic quality evalua-
tion. The overall procedure of the ForgetIT image aesthetic quality assessment method
is presented in Fig. 11.

Simplicity: Simplicity depends on two basic rules, the color difference between the main
subject and the background and the spatial arrangement of the main subject. The as-
sumption that the main subject is the least uniform portion of the image acts as a starting
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Figure 11: Image Aesthetic Quality Assessment component

point. Then, we identify our main subject by edge detection (using the image gradient
magnitude and orientation), followed by the application of simple morphological opera-
tions on a binarized edge mask, so as to result in a limited number of connected regions.
Subsequently, in order to capture color differences, we i) compute the HSV histograms
of the main subject and the background, and we estimate the mean value, the standard
deviation, the kurtosis, the skewness and the Kullback-Leibler divergence of both distri-
butions for each color component, and ii) considering two color regions of the image, the
main subject and the background, we estimate a 5−bin histogram of the color-difference
formula [McLaren, 1976], CIE 1976 (L* a* b*). In parallel, in order to capture the spatial
arrangement of the main subject, we compute the percentage of its pixels that appear in
each of the 9 patches of the rule of thirds grid.

Colorfulness: Capturing photographs with vibrant colors and intense contrast are among
the most powerful ways to arouse viewers attention. To evaluate the colorfulness, we
detect three main color image regions using k-means clustering. Afterwords, for each of
these color regions we estimate a 10−bin color histogram, where each bin corresponds
to one of the ten basic colors, and we calculate the percentage of pixels that each color
region occupies. For each of the nine patches of the rule of thirds grid we additionally
estimate a 5−bin histogram for each color component of the HSV color space and the
Correlated Color Temperature (CCT) [McCamy, 1992]. Finally, we also extract a feature
to measure contrast and darkness, following the method presented in [Papadopoulou
et al., 2014].

Sharpness: To evaluate the sharpness of photography we apply the no-reference image
blur detection scheme described in [Papadopoulou et al., 2014] so as to extract features
that can describe the blurriness of the image, resulting in a 500-element sharpness feature
vector, according to the Algorithm 1 of [Mavridaki and Mezaris, 2014]. In addition, in order
to detect more complicated forms of blur, such as motion blur, we use the Haar wavelet
transform. We estimate the horizontal H, vertical V and diagonal D detail coefficients for
three levels of the Haar wavelet transform and we compute a 5−bin histogram of the edge
map (Emap =

√
H2 + V 2 +D2) for each of the nine patches of the rule of thirds grid.
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Pattern: In order to extract the appropriate information to describe the aforementioned
characteristic of the images we divide the image in multiple half-image parts. For every
pair of half-image patches we detect SURF interest points and subsequently we perform
point feature matching, capturing the similarities of these patches. In addition, our aim is
to examine the presence of intense edges and if these edges are distributed in the same
manner in both half-image patches, for each of the four pairs. In order to achieve this, we
estimate the mean value, the standard deviation and the Kullbak-Leibler divergence after
applying the Haar wavelet transform on both half-image patches of each pair.

For a more detailed description of the IAQ method refer to [Mavridaki and Mezaris, 2015].

7.2.2 Video aesthetic quality assessment

The evaluation of the aesthetic quality of a video is a challenging task where several
methods aim to find the appropriate features. We use a set of photo- and motion-based
features, and a set of features which are based on shot-detection and shot-transition
type. The photo-based features are extracted based on the IAQ assessment method
proposed in [Mavridaki and Mezaris, 2015] which is presented above. The motion-based
features include: 1) a measure of similarity between frames (cross-correlation between
consecutive frames), 2) a measure of the diversity of motion directions (motion direction
entropy), 3) a measure of the stability of camera during the capturing process (hand-
shaking) and 4) a measure which can distinguish the difference between three categories
of shots: focused shots, panorama shots and static shots (shooting type). These motion-
based features are presented in [Yeh et al., 2013]. Additionally, we employ two video-
based features, where for each shot we estimate its duration (shot duration) and for the
whole video we estimate the percentage of abrupt and gradual transitions (transition type).
The overall procedure of the VAQ assessment method is presented in Fig. 12.

The VAQ assessment procedure of feature extraction is performed at two levels, shot-
and video-level, as described in the following. Initially, we divide each video into its shots
applying the shot detection method presented in [Apostolidis and Mezaris, 2014]. For
each shot one representative keyframe and its time-position on the video sequence are
extracted. The photo- and the motion-based features are extracted for each individual
shot of the video, while the video-based features are extracted only once for a video.
After the execution of this process we have a feature vector for each shot, which contains
the photo-, motion- and video-based features. On this set of features we apply a learning
algorithm which uses Kernel Support Vector Machine with Isotropic Gaussian Sample
Uncertainty (KSVM-iGSU) [C. Tzelepis and Patras, 2016] (see also Section 6.2.5), in
order to classify the video as video of high- or low-aesthetic quality.
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Figure 12: Block diagram of the Video Aesthetic Quality (VAQ) Assessment method

Figure 13: Block diagram of the Video Quality Assessment (VQA) method

7.2.3 Video non-aesthetic quality assessment

In this project we use a novel spatiotemporal NR VQA metric that utilizes the video specific
parameters, such as spatial complexity, motion, bit rate, and packet loss ratio for network
conditions, which are extremely important for the judgment of the quality perceived by the
user. The block diagram of the proposed VQA model is depicted in Fig. 13. As seen from
the figure, the proposed VQA metric consists of three main blocks, namely the feature
extractor block, the feature integrator block and the quality estimator block.

In our formulation we utilize DMOS (Differential Mean Opinion Score) which indicates the
quality loss of the tested video, compared to its reference video.

Feature Extractor Block: The first block in the VQA model is the feature extractor block.
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The video whose perceived quality is desired to be estimated is the input of this block.
This block is responsible for extracting five different features of the video. Three of these
features are utilized in order to have information about the spatiotemporal characteristics
of the video being analyzed. The first of the three features, Modified Spatial Information
MSI, is utilized in order to understand the spatial complexity of the video. The second
and third features, namely Zero Motion Vector Ratio Z and Mean Motion Vector Magnitude
M , focus on the temporal complexity of the video. After extracting features related to the
spatiotemporal characteristics of the video, average bit rate BR is extracted as the fourth
feature in order to utilize the compression amount of the video. The last feature in our VQA
model is the packet loss ratio β, the percentage of the number of lost Real-Time Transfer
Protocol (RTP) packets to the total number of RTP packets. This feature is considered
due to the fact that perceived video quality degrades in case of packet losses, though
many different error concealment algorithms are employed in order to compensate lost
packets and it will be used in quality estimator block.

Feature Integrator Block: The second block in the VQA model is the feature integrator
block. Four features, i.e. MSI, Z,M,BR are inputs of this block which is responsible
for determining parameters that will be used in the video quality estimator block. These
parameters are spatial distortion S (7.2) and temporal distortion T (7.3).

S =
MSI

BR
(7.2)

T =
(1− Z)M

BR
(7.3)

After evaluating the S and T parameters for all the videos in Live VQA dataset, it has been
observed that the rate of increase in DMOS depends on S. In addition, the variance of
the T values is larger than that of the S values in the order of 1 : 100 in all videos. In order
to reflect both the individual and joint effects of S and T and to bring the T4 and the S
values into the same scale, the final value of T is calculated as:

T =

{
T , if T < 100S

100S , if T ≥ 100S
(7.4)

Video Quality Estimator Block: The last block in the VQA metric is the video quality
estimator block. The S and T parameters along with the β parameter are inputs of this
block. This block is responsible for estimating perceived video quality based on these
inputs as:

DMOSINITIAL(S, T ) = a+ bS + cT + dS2 + eST + fT 2 (7.5)

The expression in (7.5) is a quadratic equation both in S and T . Suppose there exist
a number of different videos having identical S and different T values. In this case, it
is expected that the smallest DMOS estimate (highest perceived video quality) would
be produced for the video with the smallest T value, since these videos have the same
spatial distortion and the video with the smallest temporal distortion should be perceived
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as the highest quality. At this point, S in (7.5) can be replaced by So since each video is
assumed to have an identical S value:

DMOSINITIAL(So, T ) = fT 2 + γT + λ (7.6)

where γ and λ are given in (7.7) and (7.8), respectively:

γ = c+ eSo (7.7)

λ = a+ bSo + dS2
o (7.8)

Reorganizing (7.6) results in (7.9):

DMOSINITIAL(So, T ) =

(√
fT +

γ

2
√
f

)2

+

(
λ− γ2

4f

)
(7.9)

Clearly, expression in (7.9) is minimum when T is Tmin(So):

Tmin(So) =
−γ
2f

= −c+ eSo

2f
(7.10)

In order to overcome the sufferance due to the quadratic structure in (7.5), we insert
Tmin(So) in (7.5) instead of T and modify the DMOS estimate of videok as

DMOSCOMP (S, T ) =

{
DMOSINITIAL(S, T ) , if T ≥ T ∗

DMOSINITIAL(S, T ∗) · hCRF (T, T ∗) , if T < T ∗
(7.11)

where T ∗ = Tmin(S) and hCRF (T, Tmin) = (T/Tmin)0.05.

Up to here, we have only considered distortions occurring in compression. In order to
take distortions occurring in transmission into account, we utilize the β parameter. The
DMOS expression, considering also the effects of transmission distortions, becomes:

DMOSALL(S, T, β) = DMOSCOMP (S, T ) · hTR(β) (7.12)

where

hTR(β) =

{
m · exp(n · β) , if β > 0
1 , if β = 0

(7.13)

and m and n are predefined constants defined based on network characteristics.

7.3 Experimental evaluation and comparison

7.3.1 Image aesthetic quality assessment

For the training and the evaluation of the IAQ performance we use several publicly avail-
able datasets which consist of photos acquired from on-line photography communities.

Page 48 (of 99) www.forgetit-project.eu



Deliverable 4.4 ForgetIT

Specifically, we use the CUHKPQ dataset [Tang et al., 2013] which is divided into seven
thematic categories, and each photo has been classified by members of the photogra-
phy community as high-aesthetic or low-aesthetic quality photo. We randomly partition
ten times the photos of each category, assigning half of them as training and the rest
as testing data. The performance of our aesthetic assessment approach is evaluated by
calculating the Area Under ROC Curve (AUC). As can be seen in Table 9, the IAQ as-
sessment method achieves noticeable performance, both for each of the different subject
categories and overall.

Table 9: Experimental results (AUC) on the CUHKPQ dataset

Features Animal Architecture Human Landscape Night Plant Static Overall
Lo et al. [Lo
et al., 2012] Concatenated 0.9160 0.8414 0.9209 0.9065 0.8633 0.9330 0.8972 0.8974

Tang et al.
[Tang et al.,

2013]
Concatenated 0.8712 0.9004 0.9631 0.9273 0.8309 0.9147 0.8890 0.9044

Luo et al.
[Luo and

Tang, 2008]
Concatenated 0.8712 0.9004 0.9631 0.9273 0.8309 0.9147 0.8890 0.7792

Ke et al. [Ke
et al., 2006] Concatenated 0.7751 0.8526 0.7908 0.8170 0.7321 0.8093 0.7829 0.7944

Proposed
method

Simplicity 0.8547 0.8155 0.8924 0.8787 0.7839 0.8961 0.8323 0.8206
Colorfulness 0.8215 0.8661 0.9112 0.9182 0.7947 0.9084 0.8605 0.8407
Sharpness 0.9451 0.8721 0.9615 0.8674 0.9042 0.9248 0.9066 0.9085

Pattern 0.8966 0.8312 0.8614 0.8562 0.8954 0.8950 0.8184 0.8434
Concatenated 0.9542 0.9208 0.9731 0.9410 0.9426 0.9603 0.9407 0.9460

7.3.2 Video aesthetic quality assessment

As far as the VAQ assessment method is concerned, the training and the evaluation of
the method’s performance is conducted using a video dataset collected and annotated
by CERTH. The main goal is to create a new video dataset containing videos which are
closer in a real life scenario where several users had captured various events of their lives,
such as parties, school concerts, training processes etc. Therefore, we downloaded 700
videos of a variety of categories, such as outdoor activities, DIY videos, make up tutorials,
cooking videos, lectures, home-made videos etc. Each of these videos has duration from
1 to 6 minutes so as to approximate a real life scenario but also to be able to be processed
in a reasonable time. Subsequently, we conducted an experiment where twelve users
rated the aesthetic value of these videos after having watched some examples of high and
low aesthetic quality videos. The final aesthetic score is the median score of the user’s
individual scores. The CERTH’s video aesthetic quality dataset consists of 350 videos of
high aesthetic quality and 350 videos of low aesthetic quality. The performance of our VAQ
assessment approach is evaluated calculating the accuracy. The initial dataset is divided
into two parts, the first subset which contains 200 positive and 200 negative videos and
it is used as evaluation set, and the second subset which contains 150 positive and 150
negative videos and it is used as training set. The ForgetIT VAQ assessment method
achieves 68% accuracy on training set, which is quite good given the complexity of the
task.
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7.3.3 Video non-aesthetic quality assessment

Three VQA datasets, namely LIVE VQA [Seshadrinathan et al., 2010], EPFL-PoliMI [De Si-
mone et al., 2010], and IT-IST [Brandão and Queluz, 2010] are selected to compare our
VQA algorithm to the existing available VQA metrics. These VQA datasets are publicly
available and widely accepted. The videos in these datasets have different properties
such as content, spatial resolution, bitrate, frame rate, packet loss etc. Therefore, these
datasets provide a thorough test environment since they cover a variety of videos.

Among these datasets, LIVE VQA dataset is used for training and EPFL-PoliMI and IT-IST
are used for evaluation of our algorithm. The LIVE VQA dataset consists of 10 video con-
tents distorted by 4 different processes. These processes are MPEG-4 AVC/H.264 com-
pression (4 videos), MPEG-2 compression (4 videos), ethernet packet losses (4 videos)
and wireless bit losses (3 videos). It covers a large number of videos of the whole video
space due to the variety in both video characteristics and distortion types. The test-
ing method on LIVE VQA dataset is cross-validation. We randomly selected 10 videos
from each distortion type for the training process. Since there are 4 different distortion
processes, we utilized 40 distorted video bitstreams for training among 150 distorted bit-
streams. Remaining bitstreams are used in the evaluation step. Fig. 14 shows the scatter
plots of the subjective DMOS (y-axis) against the DMOS estimates of the video quality
metric (x-axis) on LIVE VQA dataset.

Results of our VQA algorithm are compared to the results of well-known FR and NR VQA
algorithms which utilized the same VQA datasets. While comparing, the Pearson Cor-
relation Coefficient (PCC) and Spearman Rank Order Correlation Coefficient (SROCC)
methods are used to calculate the correlation between the subjective DMOS scores and
the estimated quality results.

We compare the performance of DMOSALL, to the FR metrics such as PSNR, VSNR (Vi-
sual SNR) [Chandler and Hemami, 2007], SW-SSIM (Saliency Weighed Structural Simi-
larity index) [Wang and Li, 2007], MS-SSIM (Multiscale SSIM) [Wang et al., 2003], VQM
(Video Quality Metric) [Pinson and Wolf, 2004], MOVIE (Motion-based Video Integrity
Evaluation index) [Seshadrinathan and Bovik, 2010] and NR metrics such as WBQM
(Wavelet Based Quality Metric) [Dimitrievski and Ivanovski, 2012], C-VQA (Compressed
Domain VQA) [Lin et al., 2012a], LapPyr (Laplacian Pyramid based VQA) [Zhu et al.,
2013b], DVQPM (DCT-based video quality prediction model) [Zhu et al., 2013a], Zero-
shot prediction [Mittal et al., 2014], and Video-BLIINDS [Saad et al., 2014]. The perfor-
mance results on LIVE VQA dataset are presented in Tables 10 and 11. It is worth noting
that WBQM, C-VQA, LapPyr, and DVQPM are designed to be used only on MPEG-4
AVC/H.264 compressed bitstreams.

For the MPEG-4 AVC/H.264 compressed bitstream case, the results show that the DMOSALL

outperforms all the FR algorithms and WBQM, C-VQA and Zero-shot prediction NR al-
gorithms. LapPyr and DVQPM seem to be more accurate; however, these algorithms
utilize leave-one-out strategy while evaluating the video quality. The results of the algo-
rithms utilizing the leave-one-out strategy are expected to provide better scores. Similarly,
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Figure 14: Subjective vs objective DMOS (DMOSALL)

Video-BLIINDS gives higher correlation results; however, the results of Video-BLIINDS al-
gorithm are generated using all possible combinations of 80% train and 20% test splits.
Moreover, Video-BLIINDS do not consider bit rate and PLR features in coordination with
the spatial and temporal information characteristics of a video sequence in its quality
evaluation. It only uses spatial and temporal features of a video sequence in the DCT do-
main. However, STN-VQM performs the quality assessment in a hybrid way by combining
the spatial information, temporal information, bit-rate, and PLR, which are all significant
parameters for the HVS judgment of a video sequence. For all data in the LIVE VQA
dataset, DMOSALL gives competitive results even though the MOVIE and Video-BLIINDS
outperform all algorithms in FR and NR cases. The arguments for the difference in test
procedure and features considered for the Video-BLIINDS are also valid in this case.

We also use the EPFL-PoliMI VQ dataset for comparisons. There are 156 video bit
streams in this dataset. 78 of the bit streams are in Common Intermediate Format (CIF)
resolution and the other 78 bit streams are in 4CIF resolution. Both the CIF and 4CIF
videos are encoded using MPEG-4 AVC/H.264 standard Joint Model (JM) 14.2. In this
dataset, the video bit streams are also corrupted by dropping RTP packets and intro-
ducing packet loss values of 0.1%, 0.4%, 1%, 3%, 5%, and 10%. It is important to mention
that all of these video bitstreams are used only to evaluate the proposed metric which is
trained in LIVE VQA dataset, i.e. none of the EPFL-PoliMI video bitstreams are utilized in
the training of the proposed metric. Results are shown in Table 12.

We also evaluated DMOSALL on subjective data collected by the Image Group of Instituto
de Telecomunicacoes, Instituto Superior Tecnico (IT-IST) [Multimedia Signal Processing
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Table 10: Comparison with FR metrics (lighter coloured boxes denote better results)

Method Type H.264 All data H.264 All data
PCC SROCC

PSNR FR 0.4385 0.4035 0.4296 0.3684
VSNR FR 0.6216 0.6896 0.6460 0.6755
SW-SSIM FR 0.7206 0.5962 0.7086 0.5849
MS-SSIM FR 0.6919 0.7441 0.7051 0.7361
VQM FR 0.6459 0.7236 0.6520 0.7026
MOVIE FR 0.7902 0.8116 0.7664 0.789
DMOSall NR 0.8122 0.6730 0.8026 0.6697

Table 11: Comparison with NR metrics (lighter coloured boxes denote better results)

Method Type H.264 All data H.264 All data
PCC SROCC

WBQM NR 0.524 - 0.563 -
C-VQA NR 0.793 - 0.772 -
LapPyr NR 0.911 - 0.940 -
DVQPM NR 0.967 - 0.963 -
Zero-shot Pred. NR 0.778 0.62 0.777 0.604
Video-BLIINDS NR 0.893 0.881 0.839 0.759
DMOSall NR 0.812 0.673 0.803 0.669

Group - IST, 2015]. There are video streams with various video contents at CIF spa-
tial resolution with corresponding subjective scores in IT-IST VQA dataset. These video
streams are encoded with MPEG-4 AVC/H.264 at various bit rates ranging from 32 to
2048 kbit/s. There is no packet loss in the utilized IT-IST VQA dataset. The proposed
metric gives a score of PCC=0.87 and SROCC=0.9 on this dataset, again when all the
training is done using the LIVE VQA dataset.

7.4 Software implementation

The methods presented in this section are included in the image and video analysis ser-
vices of the Extractor component as described in detail in Section 10. All methods were
implemented using C++, with the exception of the Video Quality Assessment (VQA) one,
which is based on Matlab. In all cases parallel processing is used in order to accelerate
the execution of our methods. The software technical details are presented in Table 13.
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Table 12: Results on EPFL-PoliMI VQ dataset (lighter coloured boxes denote better results)

Method PCC SROCC
PSNR 0.793 0.800
VSNR 0.894 0.895
MS-SSIM 0.915 0.922
VQM 0.843 0.838
SSIM 0.678 0.677
VIF 0.749 0.740
MOVIE 0.930 0.920
DMOSALL 0.848 0.906

Table 13: Software technical details for the ForgetIT quality and aesthetic quality assess-
ment (image and video)

Functional description Quality and Aesthetic quality assessment
Input An image or an image collection or a video (coded in MPEG-

4 AVC/H.264)
Output Vector of scores indicating if the media item is of low or high

quality
Limitations For VQA: MCR version (MATLAB Compiler Runtime) 8.1,

rtpdump, MPEG-4 AVC/H.264 decoder
Language/technologies C++ (Microsoft visual studio 2013 compiler), Matlab
Hardware Requirements Multicore implementation; needs processor that has more

than one logical CPU core
OS Requirements Windows

7.5 Conclusions

The Image Quality Assessment method presented in [Solachidis et al., 2015] used four
quality measures in order to calculate the quality of an image. In this deliverable we
introduce four new measures, which are based on photographic rules, and quantify the
aesthetic quality of the image. This method, called Image Aesthetic Quality (IQA) assess-
ment, can contribute to achieving project’s aims in terms of multimedia preservation and
photo collection summarization. In addition, both methods are expanded to videos aiming
to make a decision about the video’s aesthetic and non-aesthetic quality.
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8 Image/video near duplicate detection and condensa-
tion

8.1 Problem statement

The initial Near Duplicate Detection (NDD) method of ForgetIT was introduced in [So-
lachidis et al., 2015], aiming to support the photo collection summarization algorithm. It
identifies groups of very similar media in a large corpus and considers the presence of
near-duplicates as an indication of the importance of the scene/object they represent. The
procedure followed in [Solachidis et al., 2015] is: 1) local feature descriptors (e.g., SIFT)
are extracted, 2) a visual vocabulary is constructed using k-means and the local feature
descriptors are encoded into a single vector for each image using VLAD encoding, 3) an
index is constructed on VLAD vectors using a Randomized KD forest to find k-nearest
neighbors, 4) and finally the geometric consistency of keypoints of matched descriptors
is checked, only on nearest neighbors of each image.

In this section we present:

• an updated image NDD method that utilizes features based on Deep Convolutional
Neural Networks (DCNN) (The DCNN-based features extracted with the help of
DCNN, as described in Section 6.2.1).

• a video near duplicate detection (VNDD) method, which can detect near duplicate
videos under various transformations/distortions, and videos which are fractions of
others in a large corpus.

• a deduplication method that can be applied in any type of data and can detect and
eliminate duplicate copies of repeating data.

• an updated version of the image clustering method presented in [Solachidis et al.,
2015], which utilizes DCNN-based features instead of local ones and improves the
execution time.

The general framework of the VNDD method can be summarized in four stages, similarly
to [Liu et al., 2013]: 1) extracting features from videos, 2) constructing a compact and
robust signature from the features for each video, 3) constructing an index on the signa-
tures for fast similarity search and, 4) comparing the signatures to retrieve near-duplicate
videos. In [Zhao et al., 2009], the features extracted are categorized in global features
(color histograms, ordinal signtures), and local features (keypoint-based approaches).
More recently, authors in [Liu et al., 2013] used a finer categorization of features, namely
video-level global signatures, frame-level global signatures, frame-level local signatures,
spatio-temporal signature and visual-temporal network signatures. Generally, global sig-
natures are fast to compute and compact but they lack robustness to geometric and pho-
togenic transformations. On the other hand, local signatures are computationally costly,
especially the frame-level local signatures where descriptor keypoints are matched and
their geometric information is used to verify similar scenes. Such signatures are usually
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extracted only on representative frames of shots or the computations take place last in
a coarse-to-fine framework. Various indexing algorithms are proposed in the literature
such as trees, 1-dimensional transformations, locality sensitive hashing, inverted files,
etc. [Zhao et al., 2009, Liu et al., 2013].

Concerning the generic Data Reduction (DR) algorithms, we focus on Data Compression
(DC) algorithms, which detect sequences which are repeated often, and represent those
sequences using less bits, and on Data Deduplication (DD) algorithms, which detect much
larger sequences and eliminate duplicate copies of repeated data. Deduplication meth-
ods save storage space by reducing the amount of replicas of each data unit to the bare
minimum required in order to maintain its integrity over time. Deduplication is typically
performed either at a full-file granularity or at a chunk-level. In the personal preservation
context, there are many cases where different users want to preserve identical copies of
image or movie files that they have downloaded from the same source. In the organiza-
tional preservation context, there are cases where hundreds of users want to preserve the
exact same email attachment. There are also many interesting use cases where great
storage savings are possible only through chunk-based deduplication methods (which
are not covered by the full-file deduplication methods). In the organizational preservation
context, those include preservation of Virtual Machine (VM) images. Finally, deduplica-
tion is usually limited to a single system since, at very large scales, is hard to achieve
and typically requires very large RAM resources in order to perform in a timely manner.
Unfortunately, it is not always clear that data is stored redundantly, and whether repetition
also exists across different volumes, pools, systems or data centers. Therefore, it is highly
advisable to estimate beforehand whether there exists data redundancy at a large scale,
before actually placing this data in a system that supports deduplication (and invests re-
sources in doing so). Our study is aimed to tackle this problem and provide innovative
solutions to this task.

8.2 ForgetIT approach

8.2.1 Near duplicate detection for still images

The first two steps of the previous version of our method, as reported in the previous
subsection, are replaced by the DCNN-based features extracted using the Caffe frame-
work [Jia et al., 2014] and the 22−layer GoogLeNet DCNN pre-trained model [Szegedy
et al., 2014]. The GoogLeNet model, besides the main classifier, uses two auxiliary clas-
sifiers (with softmax loss as the classifier, predicting the same 1000 classes as the main
classifier). We choose to extract the loss1/classifier and loss3/classifier layers output re-
sulting in two 1000− dimensional vectors. The 2000− dimensional concatenated feature
vector is used to represent each image. We perform PCA to reduce its dimensionality
to 300. We then construct an index on the reduced-dimensionality DCNN-based features
using a Randomized KD forest, to perform an approximate kNN search of each image.
The nearest neighbors of each image are refined by extracting ORB descriptors [Rublee
et al., 2011] and checking the geometric consistency of keypoints of matched descriptors
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using Geometric Coding (GC) [Zhou et al., 2013]. To directly find groups of near-duplicate
images in a collection, instead of treating each image as a query to the collection, we con-
sider the similarity matrix of all images in the collection as a weight matrix of a graph and
find the strongly connected components of the graph. Each strongly connected compo-
nent is a sub-graph in which every node is connected to every other node in the sub-graph.
Therefore a strongly connected component is a group of near-duplicate images.

8.2.2 Near duplicate detection for videos

Our VNDD method has three main stages: 1) feature extraction, 2) coarse similarity as-
sessment and 3) fine similarity calculation and temporal alignment. In the first stage,
we select 2 frames per second and we follow the same procedure described in sub-
section 8.2.1 for image NDD in order to extract a DCNN-based feature vector for each
frame. The row vectors of each analyzed frame are horizontally concatenated to cre-
ate the matrix signature of each video. The height of the signature matrix is fixed at
2000−elements (the length of the feature vector), while the width is variable and propor-
tional to the video’s length. In the second stage, for each video we compute the mean
value of each prediction class of GoogLeNet by averaging the last 1000 rows of the signa-
ture matrix. The produced signature vector can roughly indicate the presence of certain
classes throughout the video. Constructing an index on the signature vectors using Ran-
domized KD forests, and performing a kNN search we can quickly discover near-duplicate
candidate videos and exclude from the final stage non-near-duplicates. In the third stage,
we employ a 2−dimensional normalized cross-correlation method on signature matrices
of near-duplicate candidate videos to compute their similarity and accurately detect their
similar parts.

8.2.3 Duplicate data identification in large scale environments

Estimating the duplication across volumes may appear to be a simple task but in fact is
far from trivial when large amounts of data are at hand. Clearly the naive approach of
going over the entire data and simulating the exact deduplication process is not a valid
approach due to the aforementioned process that is extremely expensive in memory and
computation resources. One approach is to investigate only a small part of the data and
extrapolate from here about the entire data set. However, this turns out to be a very
inaccurate approach when small samples are used. The problem stems from the fact that
duplications can happen at a global scale and finding out, for example, whether all chunks
have appeared once or twice in a data set is extremely hard to do.

An alternative approach is to scan the entire data sets with the challenge being to give
good estimations with low memory usage. Such low-memory solutions were presented
in [Harnik et al., 2012, Xie et al., 2013]. These works connect between this problem and
the problem of counting distinct elements in a population, a problem that has been exten-
sively studied over the years (for example, [Flajolet and Martin, 1985, Alon et al., 1999]).
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The first work is a two-pass solution and the second follows the method of Gibbons for
distinct elements counting [Gibbons, 2009].

Our study is aimed at providing accurate lightweight methods for identifying duplication
potential in large data sets with a focus on usability and suitability to being applied in
a large scale and highly distributed storage system. The solution that we implemented
follows a different approach borrowed from the world of streaming algorithms (presented
in [Bar-Yossef et al., 2002]). We provide a framework for estimating the duplication levels
both within and across a large number of volumes and repositories. Another goal is to
understand the concrete accuracy guarantees of this method, as opposed to theoretical
and asymptotic guarantees provided in the literature. Our work includes both analytical
statistical guarantees as well as empirical evaluations on real life data sets.

An additional challenge is how to combine local compression (zip style) into the equation.
This is important due to the fact that deduplication and compression are often applied
together and their joint benefit is not necessarily clear from the benefits of each one sep-
arately. We integrate compression benefits estimation into the same framework, providing
a complete data reduction estimation mechanism.

In general, our technique is based on scanning volumes and generating sketches of these
volumes. These are short data snippets that serve as short summaries and indicators of
the richness of the dataset (number of different chunks that appeared in the data set).
The estimation method is broken into two main phases:

• Scan phase: Scan a volume and generate a sketch for this volume. From this
sketch we produce an estimation of the data reduction potential (deduplication and
compression) for this specific volume (this only considers deduplication within the
specific volume).

• Merge phase: Take a number of sketches and merge them to produce a joint
sketch. From this sketch we produce an estimation of the joint data reduction poten-
tial across all of the volumes of the corresponding sketches. This takes into account
cross volume deduplication. The merge methods can be run in many different com-
binations to provide a duplication estimation across pairs, triples or various clusters
of volumes.

Note that each scan run is independent and can be run in parallel with other scans.
Moreover, some volumes can be scanned after others, and after merges of the initial runs
have been studied. The actual scan follows a very simple algorithm (following [Bar-Yossef
et al., 2002]). Each data chunk is read from the storage and the data is then hashed using
a cryptographic hash function (e.g., we used the SHA1 hash function which has a 20 byte
output). The hash output is then treated as a number between 0 and 1. The sketch will
contain the k smallest hash values that were observed in the volume. The algorithm to
create the sketch is simple and basically maintains a list of the current k smallest hashes
throughout the scan. It follows the steps below:

1. Read a new chunk from disk.
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2. Compute the hash value of this chunk.

3. Compare the hash value to the current kth smallest hash.

• If it is larger then ignore the new hash.

• If it is smaller then insert the new hash in to the k smallest list (and throw out
the largest of the previous list).

4. While there are still chunks to scan, go to step 1.

Once a sketch is achieved, the estimation is produced as follows: Let vi denote the value
of the ith smallest hash (recall that these are values between 0 and 1). The estimate on
the number of distinct chunks D in the entire dataset is:

D̂ =
k

vk
+ 1

The Merge function simply takes n sketches and creates a joint list of the k smallest
hashes that appeared in all of the lists combined.

In order to combine compression ratios into the method, we add a compression ratio
estimate for each of the chunks that appear in the list of k minimal hashes. This means
that the compression task needs to be performed only for chunks that make it into the
k minimal list at any time during the scan. This number is much smaller than the entire
scan and this is crucial for the scan performance, since compression is typically a heavy
operation.

8.2.4 Image/video collection sub-event clustering

Following the approach of image clustering using time and geolocation metadata pre-
sented in [Solachidis et al., 2015], which used several data dimensions, in this deliverable
we experiment with three more approaches. The approach that achieves the best per-
formance is selected for image collection sub-event clustering and is adapted for also
handling video collections.

Multi-criteria clustering (MCC): This approach is divided into three stages: 1) In the
first stage, we sort the images based on their capture time. We compute the temporal
distance of each image to the next image. The timeline of the temporally sorted images
is split where consecutive images have temporal distance above the mean of all temporal
distances. 2) During the second stage, geolocation information is used to further split
clusters of images, considering the case of concurrent sub-events at different locations.
We compute all images’ pairwise capture location distances using the haversine distance
function. Using K-means, we cluster the pairwise capture location distances into two
clusters. The cluster with the lowest mean of distances (m1) presumably signifies images
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captured in the same sub-event while the cluster with the highest mean of distances pre-
sumably corresponds to images captured in different sub-events. We check the pairwise
capture location distances for the images within each cluster of the first stage, and images
with distance more than m1, are moved to a new cluster. 3) In the third stage, clusters are
merged using time and geolocation information. If the temporal distance of two clusters
(i.e. the temporal distance between the last image of one cluster and the first image of the
next cluster) is smaller than the mean of the intra-cluster temporal distances, these two
clusters are merged. We also merge temporally neighboring clusters whose geolocation
difference is less than m1. For the clusters that do not have geolocation information, the
merging is continued by considering the concept scores similarity, essentially checking if
pairwise distances of images of two clusters are below an empirically set threshold.

Potential-based Hierarchical Agglomerative (PHA) clustering: We extract a concept
vector for each image of the collection, following the approach described in Section 6.2.1,
and we append to it the capture time of each image if this information is present in the
metadata. To group the images of the collection and divide it into sub-events, we do the
following:

• We construct a similarity matrix of the feature vectors.

• We weight the similarity matrix with the inverse of the images physical locations
distance, so that similarity is increased for images with close capture locations.

• We perform the clustering method proposed in [Lu and Wan, 2013] on the weighted
similarity matrix.

Strong Components Discovery (SCD): This approach follows the procedure of the
PHA method with the difference that at the final step we consider the weighted similarity
matrix of all images as an adjacency matrix of a graph and find the strongly connected
components of the graph. The groups of images that represent the sub-events of the
collection are the extracted strong components.

In order to adapt the aforementioned approaches to video collections we add a pre-
processing step of video temporal segmentation as described in subsection 5.2.3 and
treat each extracted representative frame of a shot as an image. The evaluation results
of the presented methods are shown in Section 8.3 and support the conclusion that the
MCC is the best approach for image collection sub-event clustering, since it gives the best
results in terms of F-mesaure and Jaccard index. However, we choose the PHA method
to perform the sub-event clustering on video collections since the MCC method requires
capture time information.
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8.2.5 Advances in comparison to the previous version

Comparing the image NDD method of [Solachidis et al., 2015] with the current one, the
advantages can be summarized as follows:

• Faster execution times: Despite the computational complexity of DCNNs, newest ad-
vances provide faster feature extraction times than local features descriptors (e.g.,
SIFT). The Caffe framework can optionally run on GPU yielding even faster perfor-
mance.

• Better overall accuracy: The semantic nature of the employed DCNN-based features
provides good recall under many transformations, while the application of the geo-
metric verification step only on very similar images excludes erroneously retrieved
near-duplicates without introducing excessive computational complexity.

• Better scalability: Our older image NDD version was based on encoding local fea-
tures. Local features and their keypoints’ geometric data (coordinates, scale, rota-
tion) were required to be kept in memory for the last stage of geometric verification.
On the contrary, in our new approach we produce a feature vector directly for each
image, thus the memory footprint of the newest version is much smaller and the
method scales better for a larger number of images.

Regarding image collection sub-event clustering, the use of DCNN-based features in-
stead of the local ones assists in terms of accuracy, while the method’s improvements
aim at the execution time. Additionally, for NDD a new method that is also applicable
to videos is presented, while for image sub-event clustering the introduced method is
extended in order to deal with videos as well.

8.3 Experimental evaluation and comparison

8.3.1 Near duplicate detection for still images and videos

For the evaluation of image NDD we used the California-ND [Jinda-Apiraksa et al., 2013],
UKBench [Nistér and Stewénius, 2006], INRIA Copydays [Jégou et al., 2008] and INRIA
Holidays datasets. In successive experiments, we used each image in these datasets as a
query image, and for each query, we compared the retrieved near-duplicate images to the
available ground-truth, evaluating precision, recall and mean average precision (MAP).
The evaluation results are shown in Table 14, where we can see that high precision and
recall are consistently achieved in different datasets and are higher than those of the
image NDD version of [Solachidis et al., 2015].

The previous image NDD method described in [Solachidis et al., 2015] extracts SIFT
descriptors in a parallel fashion (using the OpenMP library), examining up to 8 images
simultaneously. Table 15 shows the feature extraction times using the SIFT feature de-
scriptor (serial and parallel extraction) and the DCNN-based features extraction times
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Table 14: NDD performance evaluation

NDD NDD (using DCNN)
Precision

(%)
Recall

(%)
mAP
(%)

Precision
(%)

Recall
(%)

mAP
(%)

California ND 85.98 81.55 68.41 91.09 87.95 72.85
UK Bench 90.34 72.19 65.22 89.83 89.49 70.30

INRIA Copydays 97.51 80.76 79.87 97.88 85.58 81.90
INRIA Holidays 97.46 63.46 62.09 94.32 74.43 64.04

using the Caffe framework running on CPU, GPU and finally utilizing the nVidia cuDNN-
GPU library. All experiments are executed on a Windows 7 OS 64-bit machine, Intel Core
(TM) i7-4770K CPU@ 3.50GHz processor, 16 GB RAM, nVidia Geforce GTX 650 with
1GB RAM. DCNN on GPU and DCNN on GPU using cuDNN feature extraction times are
calculated using batch size equal to 24. In Table 16 the feature extraction and total exe-
cution times for all the aforementioned datasets is reported. It is clear that DCNN-based
method is much faster. Total execution times are also much lower, considering the fact
that no vocabulary construction or encoding stages are applied in the new image NDD
approach.

Table 15: Mean feature extraction times per image

SIFT
(serial)

SIFT
(parallel)

DCNN
(CPU)

DCNN
(GPU)

DCNN
(cuDNN)

mean extraction time
per image (ms)

412 56 126 32 24

Table 16: Execution times

NDD NDD (using DCNN)
Feature

Extraction
Time (s)

Total Execution
Time (s)

Feature
Extraction
Time (s)

Total Execution
Time (s)

California ND 33.37 72.33 19.03 27.86
UK Bench 459.36 1333.43 247.26 487.21

INRIA Copydays 54.16 106.27 32.69 51.29
INRIA Holidays 102.89 206.78 64.15 86.89

With respect to VNDD, we used the CC WEB VIDEO dataset [Wu et al., 2009], which
consists of 13.129 videos related to 24 distinct text queries. Each text query was issued to
YouTube, Google Video, and Yahoo! Video. The videos gathered include exact and near-
duplicates videos under various photometric variations (color / lighting change), editing
changes (logo insertion, borders addition around frames, superposition of overlay text)
and content modifications (unrelated frames addition with different content). Table 17
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reports the evaluated precision and recall versus the method of [Wu et al., 2009], on the
CC WEB VIDEO dataset.

Table 17: DCNN feature extraction time for an image

Precision
(%)

Recall (%)

VNDD 91.1 77.5
[Wu et al., 2009] 87.4 41.2

Note that the VNDD method for videos that are partial-near-duplicates also detects the
exact timestamp where the near-duplicate section is.

8.3.2 Duplicate data identification in large scale environments

In order to estimate the method’s accuracy, we ran estimations with varying sketch sizes
on a local user machine (approximately 0.5 TB in size). In order to capture the statistical
variance of the estimation, we used a different hash function (by using a different seed for
the SHA1) in each run. The results are seen in Fig. 15. The implementation was done
in C++ and tested on various real life data sets. The scan speed depends on the storage
speed and the CPU speed for calculating hash functions. Observed speeds vary from 30
to 120 MB per second.
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Figure 15: The distribution of the estimation skew compared over various sketch sizes:
k = 25, 000 and k = 50, 000 in the first graph. k = 10, 000 and k = 100, 000 in
the second graph. Each graph depicts the number of tests (out of 50) that had a
skew in specific ranges. For example, the value at 0 is the number of estimations
that had an additive skew of less than 0.0005 from the actual deduplication ratio.
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Table 18: Image collection sub-event clustering evaluation results

Vancouver dataset London dataset
F1
(%)

JI
(%)

F1
(%)

JI
(%)

MCC 24.6 31.1 34.3 51.6
PHA 24.3 30.7 31.2 45.5
SCD 20.9 26.5 29.6 42.1

8.3.3 Image/video collection sub-event clustering

The aforementioned (Section 8.2.4) approaches of image/video collection sub-event clus-
tering are evaluated on the datasets of MediaEval SEM task [Conci et al., 2014]. The
Vancouver dataset consists of 1351 photos and captures various sub-events of the Van-
couver 2010 Winter Olympic Games, while the London dataset consists of 1358 photos
and captures various sub-events of the London 2012 Olympic Games. We define two
clustering evaluation measures:

1) F-measure (F1) can be used to balance the contribution of false negatives by weighting
recall and is defined as:
F1 = 2TP

2TP+FP+FN
where a true positive (TP) is assigned when two images associated

to the same sub-event also fall within the same cluster, while for a true negative (TN)
two images of different sub-events are assigned to two different clusters). False positives
(FP), and false negatives (FN) are calculated accordingly.

2) Jaccard Index (JI) is used to quantify the similarity between two datasets. It is defined
as the number of unique elements common to both sets divided by the total number of
unique elements in both sets. The Jaccard Index is defined as: JI = TP

FP+TP+FN

For the Vancouver dataset the MCC method performed marginally better than PHA, while
for the London dataset the MCC method performed the best by a large margin. Note that
MCC method requires availability of the capture time for all images.

8.4 Software implementation

The algorithms developed for finding near-duplicate items in a collection are included
in the overall image and video analysis services of WP4. In the case of videos, the
implemented service have some limitations which are presented in details in Section 10.
The methods described in this section are C++ implementations. Regarding the near
duplicate detection methods both for images and videos, their execution is accelerated if
a CUDA-capable NVIDIA graphic card is available. The software technical details of these
methods are listed in Table 19.

Concerning the image/video collection sub-event clustering, which is a C++ implementa-
tion, a web service is built separately for image and videos. These services constitute the
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Condensator component, which is responsible for processing the extracted features of the
Extractor component and constructing a summary of the input items. For a detailed de-
scription of the web services, please refer to Section 10, while for the method’s technical
characteristics see Table 20.

Table 19: Software technical details for the ForgetIT duplicate and near duplicate detection
methods

Functional description Duplicate - Near duplicate detection
Input Still images or videos or text documents

Output Group of duplicate/near-duplicate items
Limitations N/A

Language/technologies C++ (Microsoft visual studio 2013 compiler)
Hardware Requirements CUDA capable NVIDIA graphic card with compute capability

3.0 or greater
OS Requirements Windows

Table 20: Software technical details for the ForgetIT sub-event clustering methods (image
and video)

Functional description Sub-event clustering
Input XML file/files containing features of still images or video

keyframes
Output Group of items which represent a sub-event

Limitations N/A
Language/technologies C++ (Microsoft visual studio 2013 compiler)
Hardware Requirements N/A

OS Requirements Windows

8.5 Conclusions

We proposed updated methods of the near duplicate detection and image collection sub-
event clustering approaches presented in previous deliverables. The approaches that
archived the best performance were selected and adapted in order to be used also on
video collections. Moreover, we implemented a key building block for supporting dupli-
cation identification in a large and distributed system as a step towards reducing the
amounts of data being stored in such environments. This method is flexible and can be
used for many different of use cases. As a continuation of this effort, we have studied new
approaches to estimating duplication when not all of the data is scanned.
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9 Associating text and image/video items

9.1 Problem statement

There is an escalation of the multimedia data that users upload and store on-line in recent
years. It’s crucial for users to retrieve their multimedia files quickly and effectively. For
example, a user often wants to find the most relevant photos of his trip by just providing
a short textual description of what is looking for, e.g., “We visited the historical attractions
of the town, old castles and ancients arches” or “At lunch we went to a nice pub where
we drunk beer and tasted traditional dishes”. The software must be able to semantically
correlate the text with the available images and return only the images that the user wants.
We developed a new framework that is able to correlate semantically the input text with
the visual concepts that appear in each input image, building on the various multimedia
analysis methods presented in the previous sections of this document.

In the literature this is a well known but non-trivial problem, and it is treated as a learning
problem. It is called as “zero-shot” or “zero positive example” problem and is formulated
as follows: giving as input a textual description and a set of unlabeled images or videos,
the algorithm must be able to retrieve the images or videos that are most relevant to the
given text. This problem has recently drawn significant attention due to its challenges
and its potential applicability. Extensive research efforts have been devoted to multi-label,
zero-example (or few-example) classification in images [Mensink et al., 2014]. Similarly,
a method for zero-example classification of fMRI data was proposed in [Palatucci et al.,
2009]. In [Elhoseiny et al., 2013], a method for predicting unseen image classes from a
textual description using knowledge transfer from textual to visual features was proposed.

In the video domain, learning from zero positive examples has been investigated primarily
in the context of video event detection. In [Habibian et al., 2014] this problem is addressed
by transforming both the event’s textual description and the visual content of un-classified
videos in a high dimensional concept-based representation, using a large pool of concept
detectors; then relevant videos are retrieved by computing the similarities between these
representations. In [Wu et al., 2014], multiple low-level representations using both the
visual and the audio content of the videos are extracted, along with higher-level semantic
features coming from Automatic Speech Recognition (ASR) transcripts, Optical Character
Recognition (OCR), and off-the-shelf video concept detectors. This way, both audio-visual
and textual features are expressed in a common high-dimensional concept space, where
the computation of similarity is possible. E-Lamp [Jiang et al., 2015] is made of four
subsystems, one being the off-line indexing component and the rest three composing the
on-line event search module. In the off-line module, each video is represented with 4043
visual concepts along with ASR and OCR high-level features. Then, in the on-line search
module, the user-specified event description is translated into a set of relevant concepts,
called system query, which is used to retrieve the videos that are most relevant to the
event. Finally, a pseudo-relevance feedback approach is exploited in order to improve the
results.
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Figure 16: The framework for detecting video events using zero positive examples

9.2 ForgetIT approach

As already mentioned in Section 6, high-level (or complex) video event detection is the
problem of finding, within a set of videos, which of them depict a given event. Typically,
an event is defined as an interaction among humans or between humans and physical
objects [Jiang et al., 2012]. We developed a framework for video event detection without
using any visual knowledge about the events. This framework can retrieve still images as
well. We assume that the only knowledge available, with respect to each event class, is
a textual description of it, which consists of a title, a free-form text, and a list of possible
visual and audio cues, as in [Younessian et al., 2012], [Jiang et al., 2014].

For linking this textual information with the visual content of video collection, we use a)
a pool of 1000 concepts along with their titles and, in some cases, a limited number of
subtitles (e.g., concept bicycle-built-for-two has the subtitles tandem bicycle and tandem),
and b) a pre-trained detector for these concepts. The latter is a 16-layer pre-trained deep
ConvNet [Simonyan and Zisserman, 2014] trained on the ImageNet data [Deng et al.,
2009]. In Fig. 16 the structure of our framework is illustrated. Shaded blocks indicate
processing stages for which different approaches for the particular stage, are applied.

Given the textual description of an event, our framework first identifiesN words or phrases
that are mostly related to the event; this word-set is called Event Language Model (ELM).
Three different types of ELMs are constructed; The first type of ELM is based on the
automatic extraction of word terms solely from the title of an event; in the second type,
the visual cues of the event kit are used along with title of the event; and, the third type is
the enrichment of the second type with audio cues.

In parallel, for each of the 1000 concepts of our concept pool, our framework similarly
identifies M words or phrases: the Concept Language Model (CLM) of the corresponding
concept. Six different types of CLMs, depending on the textual information used for each
concept (the title of the concept or the Bag of Words (BoW) representation of the top-20
articles in Google or in Wikipedia), as well as the weighting technique (Tf-Idf or none)
adopted for transforming this textual information in a BoW representation.

Subsequently, for each word in ELM and each word in each one of CLMs we calculate the
Explicit Semantic Analysis (ESA) distance [Gabrilovich and Markovitch, 2007] between
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them. For each CLM, the resulting N×M distance matrix expresses the relation between
the given event and the corresponding concept. In order to compute a single score ex-
pressing this relation, we apply to this matrix different operators, such as various matrix
norms (l2, Frobenius or l∞) or distance measures (Hausdorff distance). Consequently,
a score is computed for each pair of ELM and CLM. The 1000 considered concepts are
ordered according to these scores (in descending order) and the K-top concepts along
with their scores constitute our event detector. Multiple event detectors are produced as
a result of different combinations of the above steps.

Finally, the DCNN-based detectors for the Nc concepts in our concept pool are applied to
the videos of the dataset, thus these videos are represented as vectors of concept de-
tector output scores (hereafter called model vectors). The output scores that correspond
to the K concepts comprising the event detector are selected and are compared with
the corresponding values of the event detector. For this comparison, different choices of
a distance function are possible. The following distance functions are used: Euclidean,
Histogram Intersection, Chi-square, Kullback-Leibler, and cosine distance. For a chosen
distance function, repeating the above process for all videos in a dataset we get a ranked
list, in descending order, of the videos that are most closely related to the sought event.

9.3 Experimental evaluation and comparison

9.3.1 Datasets and experimental setup

Our framework is tested on the large-scale video dataset of the TRECVID Multimedia
Event Detection (MED) 2014 task (hereafter referred to as MED14). The ground-truth
annotated portion of it consists of three different video subsets: the “pre-specified” (PS)
video subset (2000 videos, 80 hours, 20 event classes), the “ad-hoc” (AH) video subset
(1000 videos, 40 hours, 10 event classes), and the “background” (BG) video subset (5000
videos, 200 hours). Each video in the above dataset belongs to either one of the 30 target
event classes, or (in the case of the BG subset) to the “rest of the world” class . The above
video dataset (PS+AH+BG) is partitioned such that a training and an evaluation set are
created, as follows:

• Training Set

– 50 positive samples per event class

– 25 related (near-miss) samples per event class

– 2496 background samples (negative for all event classes)

• Evaluation Set

– ∼ 50 positive samples per event class

– ∼ 25 related (near-miss) samples per event class

– 2496 background samples (negative for all event classes)
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As, training samples are not allowed, only the Evaluation Set is used and the related
samples are treated as negative samples.

For video representation, approximately 2 keyframes per second were extracted. Each
keyframe was represented using the output of a 16-layer pre-trained deep ConvNet net-
work provided in [Simonyan and Zisserman, 2014]. This network had been trained on the
ImageNet data [Deng et al., 2009] and provides scores for 1000 concepts. Thus, each
keyframe has a 1000-element vector representation. Then, a video-level model vector
for each video is computed by taking the average of the corresponding keyframe-level
representations.

9.3.2 Video event detection using the event’s textual description

The framework allows for different design choices in its various stages. There are 5 stages
that can be parameterized: the ELM and CLM information sources selection, the CLM
textual vector weighting strategy, the matrix operator, and the distance function selected.
Based on the possible choices, 360 different combinations are possible and were tested.

Table 21 presents the 10 best-performing combinations in terms of mean average preci-
sion (MAP) across all 30 events. Note that, when the “Title” is used for both ELM and
CLM construction (processing stages C1 and C2a), meaning that both ELM and CLMs
are represented by a single word or phrase (N = M = 1), then all matrix operations result
in the same score, making no difference in the final result. This is the reason why a dash
sometimes appears in the C3 column of Table 21. Moreover, when “Title” is selected for
the construction of the CLMs (C2a processing stage), there is no need for Bag-of-Words
encoding, thus no use of weighting technique (Tf-Idf), since no enrichment by searching
in Google or in Wikipedia was carried out. This is why there is no choice in the weighting
stage (C2b) when “Title” is selected. As can be seen, the enrichment of the CLM through
Google search, without Tf-Idf weighting and the usage of as much as possible information
for constructing the EML resulted in the best result overall.

Table 21: Top-10 parameter combinations in terms of MAP

C1 C2a C2b C3 C4
(ELM) (CLM) (Weighting) (Matrix Operation) (Distance) MAP

AudioVisual Google No Tf-Idf Hausdorff Cosine 0.1111
AudioVisual Google No Tf-Idf Hausdorff Histog Inter 0.1109
AudioVisual Google No Tf-Idf Hausdorff Kullback 0.1054

Title Title - - Histog Inter 0.1045
Visual Google No Tf-Idf Hausdorff Cosine 0.1005
Visual Google No Tf-Idf Hausdorff Histog Inter 0.0991
Title Title - - Cosine 0.0988

AudioVisual Google Tf-Idf Hausdorff Histog Inter 0.0978
Visual Google No Tf-Idf Hausdorff Kullback 0.0956

AudioVisual Google Tf-Idf Hausdorff Cosine 0.0933

We compare our method with a state-of-the-art system, the E-Lamp framework, which is
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described in detail in [Jiang et al., 2015]. The E-Lamp system consists of four major sub-
systems, namely Video Semantic Indexing (VSIN), Semantic Query Generator (SQG),
Multimodal Search (MS) and Pseudo-Relevance Feedback (PRF). The VSIN subsystem
represents the input videos as a set of low- and high-level features from several modal-
ities. The high-level features, i.e. the result of semantic concept detection, are used as
input to the SQG subsystem, in which the textual description of an event class is trans-
lated into a set of relevant concepts termed system query. The system query is then used
in the MS subsystem as input to several well-known text retrieval models in order to find
the most relevant videos. These results can be then refined by the PRF subsystem.

As SQG leads to the creation of an event detector using semantic concepts, a correspon-
dence exists (and comparison is possible) with our approach to build an event detector.
Similarly, the MS subsystem corresponds to (and can be compared with) our event detec-
tion module. We compared with four SQG approaches that are presented in the E-Lamp
system. These are: i) Exact word matching, ii) WordNet mapping using Wu & Palmer
measure (Wu) iii) WordNet mapping using the structural depth distance in WordNet hi-
erarchy (Path), and iv) Word Embedding Mapping (WEP). Concerning the MS stage, we
compared with the following retrieval methods: the Vector Space Model [Younessian et al.,
2012], the Okapi BM25, and two unigram language models with Jelinek-Mercer smooth-
ing (LM-JM) and Dirichlet smoothing (LM-DL) respectively [Zhai and Lafferty, 2004].

Table 22 shows the performance, in terms of mean average precision (MAP), of the above
combinations in comparison to the best-performing event detector and distances in our
method. From this table it is clear that our method for building an event detector outper-
forms the rest of the compared methods, irrespective of the similarity measure that they
are combined with. Out of the event detection creation methods of [Jiang et al., 2015], the
exact word seems to perform considerably better than the others (but much worse than
the proposed method). This is because the concept labels from our concept pool that are
most related to an event are often well-represented in the event’s textual description, e.g.,
for the event Beekeeping, the word bee is observed 31 times, and this word is directly
associated with the concepts bee and bee eater. The WordNet and WEP mappings on
the other hand, are not always successful in finding the semantic similarity between two
words. Regarding the compared similarity measures, the VSM and LM-DL generally per-
form better than BM25 and LM-JM, but the proposed cosine and Histogram Intersection
distances are consistently among the top-performing measures. It should be noted that
the number of visual concepts used in [Jiang et al., 2015] is significantly greater than the
1000 concepts used throughout our experiments, and other modalities (e.g., audio) are
also exploited in [Jiang et al., 2015]; this explains the often higher MAP values that are
reported in the latter work.

9.4 Software implementation

The described method is implemented as a web service and integrated at the middle-
ware layer of the overall ForgetIT system. A detailed description of its functionality and
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Table 22: Comparison between proposed and compared methods

Event detector
creation

Similarity measures [Jiang et al., 2015] Similarity measures
(proposed)

VSM BM25 LM-JM LM-DL Cosine Histogram
Intersection

WordNet - Wu 0.0205 0.0201 0.0250 0.0319 0.0222 0.0318
WordNet - Path 0.0333 0.0221 0.0310 0.0379 0.0359 0.0434

Exact word 0.0833 0.0287 0.0541 0.0568 0.0828 0.0801
WEM 0.0429 0.0232 0.0269 0.0331 0.0427 0.0418

Proposed 0.0912 0.0980 0.0392 0.0993 0.1111 0.1109

instruction of use are listed in Section 10. The method’s implementation is based on
JAVA. Moreover, it connects to other ForgetIT web services (either using the provided
online semantic similarity service, or the local copy of it hosted in CERTH). In Table 23,
the software technical details of the proposed method are presented.

Table 23: Software technical details for the ForgetIT Associating text and image/video items
method

Functional description Associating text and image/video items
Input The textual description of a visual event and a collection of

images
Output The images sorted from the most related to the textual de-

scription
Limitations Connection to semantic similarity service

Language/technologies JAVA
Hardware Requirements N/A

OS Requirements Windows

9.5 Conclusions

We developed a framework for zero example event detection. The framework is able to
correlate semantically a free-form text with a set of images or videos, and retrieve the
most relevant, to the text, images and videos. For achieving this, our method exploits the
knowledge by Google search or Wikipedia articles, along with state-of-the-art techniques
such as concept-based annotation using DCNNs, as described in previous sections.

10 Overall WP4 analysis components

The analysis methods introduced in this deliverable (updated methods or new) are inte-
grated in the overall ForgetIT system as web services. Following the ForgetIT architecture
described in WP8, the components of the Preserve or Forget (PoF) Middleware layer that
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contain the WP4 analysis methods are the Extractor and Condenstator. The services
developed within WP4 are listed below:

• Extractor component:

– Image analysis service (IAS): it was introduced for first time in [Solachidis et al.,
2015]. In this version, some methods are updated versions of the ones pre-
sented in [Solachidis et al., 2015] and others are new methods described in
the previous sections of this deliverable.

– Online Training service: this service implements the method of training a con-
cept detector using web resources for collecting training data, as presented
in [Solachidis et al., 2015]. This service is called once for each new concept
that needs to be added to the concept pool.

– Video analysis service (VAS): it is introduced for the first time in this document.
It applies all video analysis methods described in this document on a video
(one video per call can be processed).

– Video near duplicate detection: it is introduced for the first time in this docu-
ment. It takes as input more than one videos, in order to detect near-duplicates
among them.

– Text and image/video association: this service combines textual and image/video
analysis results in order to associate a textual description with the images and
videos that relate to it.

• Condensator component:

– Image collection sub-event clustering: it takes the output of the image analysis
methods from the Extractor component and clusters the images of the collec-
tion.

– Video collection sub-event clustering: it takes the output of the video analysis
methods from the Extractor component and clusters the shots of the videos of
the collection.

– Multi-Document Summarization: takes a collection of related text documents
and produces a single summary document.

In the following, a detailed description of all services functionalities and usage instructions
are presented.

10.1 Extractor component

10.1.1 Image analysis service

The image analysis service is a web service hosted by CERTH. We use Apache Tomcat5

and JAVA programming language for building the service. Both GET and POST HTTP
5http://tomcat.apache.org/ (Accessed date: 31-01-2016)
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requests are available.

Input description, functionalities and output results. The image analysis service
takes as input an image or a collection of images. Specifically, the user should provide a
URL address either of a zip file that contains the images of the collection or of an image.
If he/she wants to send multiple images which are not archived, then he/she can send the
URL addresses of all images separated with special character ’∼’ for GET method or ’\n’
for POST method.

The methods implemented in the image analysis service and their results, which are
stored in Extensible Markup Language (XML) files, are:

• Image annotation (refer to subsection 6.2.1): it results in two vectors of scores per
image, indicating the presence of the concepts, 183− and 1000-dimensional respec-
tively. The higher the score the more likely the concept is contained in the image.

• Image quality assessment: the output is a vector of scores for each image corre-
sponding to the examined quality measures, namely blur, contrast, darkness, noise
and one total score indicating the total quality score of the image. All the scores
have a range from 0 to 1, where 0 indicates high image quality while 1 indicates low
image quality.

• Near duplicate detection: it results in N groups of near duplicate images.

• Face detection: it results in F faces retrieved in all images of the collection. Each
face region is described with a bounding box which indicates the location of the face
in the image.

• Image aesthetic quality: this method results in a vector of scores for each image
which corresponds to the examined aesthetic quality measures, namely simplicity,
colorfulness, sharpness and pattern and one overall score specifying the total aes-
thetic quality of the image. As in image quality assessment case, the scores range
from 0 to 1 but 1 indicates high image aesthetic quality and 0 indicates low image
aesthetic quality.

• Face clustering: it results in FC groups of images with similar faces.

Technical Details - Instructions of Use. The base URL of the web service is:

- GET method: http://multimedia.iti.gr:8080/ForgetITImageAnalysis v
3.1/EXTRACTOR/methodGET?

- POST method: http://multimedia.iti.gr:8080/ForgetITImageAnalysi
s v3.1/EXTRACTOR/methodPOST?

Set Request Header:

– Name: Content-Type
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– Value: application/x-www-form-urlencoded6

Required arguments:

- imagePaths, the URL address of the image/images (see paragraph 10.1.1)

- method

� concept, for image annotation

� quality, for quality assessment

� duplicate, for near duplicate

� aesthetic, for aesthetic quality

� faceDetection, for face detection

� faceClustering, for face clustering

� all, all the above methods will be applied on the images of the collection

� subset of the above methods, comma-separated (e.g.,concept, quality,
faceDetection)

Optional arguments:

- useNoise, the user can decide whether all four quality measures will be applied on
the image/images or just the three of them. Specifically, the Noise measure requires
high execution time but its contribution to the final quality score is of low importance.
Thus, if useNoise equals to 0 the Noise measure will be omitted. The execution time
for 100 images with all four measures is 21,4 seconds while for three measures
(without Noise) is 2,24 seconds (default value = 1).

- storeFLAG, if the user wants to delete his/her image collection after the processing,
the value of storeFLAG should be set to true. Otherwise, the image collection will
be stored into the server for a short period and then will be deleted (default value =
false).

- userID,

� if userID is missing or it is set to 0 (zero), then the image collection is provided
for first time and the selected image analysis method is applied on it

� if userID is an integer higher than zero it indicates a previous run. The first time
an image collection is provided to the service, it is assigned with an unique
integer number (userID). The image collection is stored into CERTH server
labeled with this number and if the user wants to re-run an image analysis
method on this collection he/she just need to provide this number. Of course
the user can choose to delete his/her image collection from our server using
the storeFLAG argument.

� default value = 0
6The Request Header specifies how the form-data should be encoded when submitting it to the server.
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Error messages:

- If the provided method does not exist or there is spelling error: Wrong method pro-
vided to the Extractor - Valid methods: ‘all’,‘concept’, ‘quality’, ‘duplicate’, ‘aesthetic’,
‘faceDetection’, ‘faceClustering’

- If the images are not downloaded (either connection problems or corrupted URL
addresses): The images are not downloaded - please provide the URL addresses
of the images

- If the usedID does not exist: The userID provided by the user is not correct - No
image collection assigned with that userID or the image collection had been deleted

- if the required arguments are missing: MISSING ARGUMENT - Please provide re-
quired arguments – imagePaths , method

Examples

• For sending two images for image annotation and quality assessment analysis meth-
ods using GET method: http://multimedia.iti.gr:8080/ForgetITImageA
nalysis v3.1/EXTRACTOR/methodGET?imagePaths=http://multimedia.i
ti.gr:8080/CERTH BIN/TEST IMAGES/2.jpg˜http://multimedia.iti.gr:8080/
CERTH BIN/TEST IMAGES/1.jpeg&method=concept,quality

• For sending an achieved file with several images for aesthetic quality assessment
and face clustering methods using GET method: http://multimedia.iti.gr:
8080/ForgetITImageAnalysis v3.1/EXTRACTOR/methodGET?imagePaths=
http://multimedia.iti.gr:8080/CERTH BIN/TEST IMAGES/extractor tes
t.zip&method=aesthetic,faceClustering

10.1.2 Online training service

Online training component is an automatic method of training concept detectors by collect-
ing web images and using them as positive training samples. Then, the trained detectors
are automatically included to the image annotation method of the Extractor component
and the concept list is updated.

Input/Output description. The online training service takes as input the concept term
and an integer number which serves as a unique ID. The outputs are three concept de-
tectors (3×loss, refer to Section 6.2.1).
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Technical Details - Instruction of Use. The base URL of the web service is:

http://multimedia.iti.gr:8080/ForgetITonlineTraining/OnlTrain/GET

Required arguments:

- concept, the name of the concept to be trained

- userID, a integer number which serves as the unique id of the concept

Error messages:

- If a concept already exists at the concept list of the image annotation method: Con-
cept already exists at ForgetIT concept list.

If a user commits a request to train a concept but for some reason (e.g., bad classification
results) wants to remove it from the concept list he/she can commit a request:

http://multimedia.iti.gr:8080/ForgetITonlineTraining/OnlTrain/remove?c
oncept=&conceptID

Examples

• For training concept <grass> with id 1000:

http://multimedia.iti.gr:8080/ForgetITonlineTraining/OnlTrain/GE
T?concept=grass&conceptID=1000

• For removing concept <grass> with id 1000:

http://multimedia.iti.gr:8080/ForgetITonlineTraining/OnlTrain/re
move?concept=grass&conceptID=1000

The processing time is about ∼60 to 120 minutes.

10.1.3 Video analysis service

The video analysis service is a web service hosted by CERTH. Cheerypy module7 is used
for setting up the web server and the Python programming language for implementing the
service.

Input description, functionalities and output results. One video per call can be pro-
cessed thus as input the user provides the URL address of a video file.

The methods included in the video analysis service and their results which are stored in
XML files are:

7http://www.cherrypy.org/ (Accessed date: 31-01-2016)
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• Shot-scene Segmentation: it temporally segments the video in video shots. Each
shot is assigned with an id (increasing integer number) and described by its start
and end time (minutes.seconds)

• Video annotation: two 323−dimensional vectors of scores are extracted for each
keyframe of the video. The higher the scores the more likely the concepts are shown
in the video

• Video aesthetic quality assessment: one aesthetic quality score is calculated for
each keyframe and one overall score for the entire video. The higher the values, the
better the aesthetic quality of the video/video keyframe.

• Face detection: it results in FV faces extracted from all video keyframes. For each
face the shot id that the face is shown and a bounding box indicating the location of
the keyframe where the face is depicted are stored.

• Face clustering: it results in FCV groups of keyframes containing similar faces.

• Video (non-aesthetic) quality assessment: one quality score is calculated for the
entire video. The higher the value, the better the quality of the video.

Technical Details-Instructions of Use. The base URL of the web service is: http:
//multimedia.iti.gr:8001

For sending a video file for a supported method, commit an HTTP POST request on
http://multimedia.iti.gr:8001/method, where:

- method

� shot-scene, for shot-scene segmentation

� concept, for video annotation

� aesthetic, for aesthetic quality assessment

� fdetection, for face detection

� fclustering, for face clustering

� quality, for (non-aesthetic) quality assessment

The body of the POST request should contain the following data, in json format:

- “video url” is the URL address (either FTP or HTTP) of the video to be processed

- “login” and ’password’ are the access credentials in case that the HTTP repository
that hosts the video requires authentication. In any other case (i.e. non password-
protected HTTP repository, or FTP repository with restricted or unrestricted access)
these should be set to ’none’. Please note that in case of password-protected FTP
repository, these authentication details must be included in the URL of the video
(example: ftp://username:password@host:port/path)
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- “user key” is a unique 32-digits access key that is given to the user for getting access
to the web service. If this key is wrong the service will respond “Not valid user key.”
and will not proceed to the processing of the video

The communication between the web service and the user is synchronous only during the
transmission of the call. Then, the service’s response to the user is “The REST call has
been received. Processing will start as soon as the provided content is downloaded.” and
the communication turns to asynchronous (i.e. is terminated until the next POST or GET
call of the user), enabling the submission of a new HTTP POST request from the same
user.

To get the status of the processing, commit an HTTP GET request on http://multim
edia.iti.gr:8001/status/<video name>. The response from the service can be
one of the following five:

• “VIDEO DOWNLOAD STARTED”, which means that the download process of the
video has started.

• “VIDEO DOWNLOAD FAILED”, which means that the service couldn’t download the
video, which can be caused, for example, by a mistyped video URL.

• “METHOD STARTED”, which means that the analysis has started and is in progress
(e.g., “SHOT SCENE CONCEPT DETECTION ANALYSIS STARTED”).

• “METHOD COMPLETED”, which means that the analysis has been completed and
the user is able to retrieve the XML files with the results (e.g., “SHOT SCENE -
CONCEPT DETECTION ANALYSIS COMPLETED”).

• “METHOD FAILED”, which means that the analysis has failed (most possibly due to
unsupported video codec), so there are no results created (e.g., “SHOT SCENE -
CONCEPT DETECTION ANALYSIS FAILED”).

To get the analysis results, commit an HTTP GET request on http://multimedia.iti
.gr:8001/result/<video name> resmethod, where:

- resmethod, returns the XML file with

� <video name> shots, the shot segmentation

� <video name> scenes, the scene segmentation

� <video name> concepts, the video annotation

� <video name> aesthetics, the aesthetic quality assessment

� <video name> fdetections, the face detection

� <video name> fclusters, the face clustering

� <video name> naesthetics, the (non-aesthetic) quality assessment
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Examples Example call using curl8:

curl -X POST –data “{‘video url’:\ “http://multimedia.iti.gr:8080/CERTH BIN/T
EST IMAGES/sample.mp4\”,‘login’:\“none\”,‘password’:\“none\”,‘user key’:\“PsDgZs
z2haf8YU4fNEkZiBKDi8ysEkqk’́{” http://multimedia.iti.gr:8001/shot-scene-c
oncept

• Response: The REST call has been received. Processing will start as soon as the
video file is downloaded.

• Status:

curl X GET http://multimedia.iti.gr:8001/status/sample

• Results:

curl -X GET http://multimedia.iti.gr:8001/result/sample shots

curl -X GET http://multimedia.iti.gr:8001/result/sample scenes

curl -X GET http://multimedia.iti.gr:8001/result/sample concepts

10.1.4 Video Near duplicate detection service

Although video near duplicate detection service is part of the overall video analysis ser-
vice constituting the Extractor component, it is implemented independently due to the
need of more than one input videos. It is also hosted by CERTH and the cheerypy mod-
ule is used for setting up the web server.

Input description, functionalities and output results. The user provides the URL
addresses of several videos (>2). The videos are then downloaded, the VNDD method
is applied on them and finally the detected near-duplicates among them are returned in
XML file format.

Technical Details-Instruction of Use. The base URL of the web service is:
http://multimedia.iti.gr:8002

For sending a set of video files for VNDD analysis, commit an HTTP POST request on
http://multimedia.iti.gr:8002/vndd

The body of the POST request contains the same data as the video analysis service
except for the “video url”, where more than one URL addresses of the videos are provided
separated by character ‘+’.

8http://curl.haxx.se/ (Accessed date: 31-01-2016)
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To get the status of the processing, commit an HTTP GET request on http://multim
edia.iti.gr:8002/status/<callID>. The responses are those presented in video
analysis service, where method is “VIDEO NEAR DUPLICATE DETECTION”.

To get the analysis results, commit an HTTP GET request on http://multimedia.i
ti.gr:8002/result/<callID> vndd, where “callID” callID is an alphanumeric string
which is returned at the user after the call.

Examples. Example call using curl:

curl -X POST –data “{‘video url’:\ “http://multimedia.iti.gr:8080/CERTH BIN/V
ideo test/part1.mp4+http://multimedia.iti.gr:8080/CERTH BIN/Video tes
t/part2.mp4+http://multimedia.iti.gr:8080/CERTH BIN/Video test/part3.m
p4\”,
‘login’:\“none\”,‘password’:\“none\”,‘user key’:\“PsDgZsz2haf8YU4fNEkZiBKDi8ysEkqk’́{”
http://multimedia.iti.gr:8002/vndd

• Response: The REST call has been received. Processing will start as soon as the
video file is downloaded. Your call ID is: 46SHBT

• Status:

curl -X GET http://multimedia.iti.gr:8002/status/46SHBT

• Results:

curl -X GET http://multimedia.iti.gr:8002/result/46SHBT vndd

• XML example and explanation

<Video filename=“videoX.mp4”>
<match offset=“0” offsetHMS=“00:00:00”>videoY.mp4< /match>
< /Video>

where,

– videoX.mp4 is detected in videoY.mp4 starting at 00:00:00 (HH:MM:SS)

– Offset is given in seconds.

10.1.5 Text and image association service

The text and image association method combines images with textual description. Both
the images and the text should correspond to a specific event. A JAVA web Service is
located in a CERTH server, implementing this approach.
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Input description, functionality and output results. The user should provide a textual
description of the event that he/she attended together with the images that were taken at
this event. A URL address of a text file containing the description and a URL address of
an archived file containing the images are the required inputs of the service. The method
is applied on the input items and at the end an XML file is returned containing the results.

Technical Details-Instruction of Use. The base URL of the web service is:
http://multimedia.iti.gr:8080/Zero example event detection/EXTRACTOR
/GET?

Required arguments:

• diary, the URL address of a text file containing the textual description of the event.

• imgPath, the URL address of the archived file containing the images of the event

Error messages:

• If an internal method crashes, thus you need to resend your call: ERROR CD:An
internal method could not be completed - please try again

• If the text file containing the description cannot be downloaded (wrong URL address
or connection problem): The text file containing the textual description of the event
is not downloaded

• If the text file containing the description is empty: The txt file containing the descrip-
tion of the event is empty

• If the images are not downloaded (wrong URL address or connection problem or
empty zipped file): The image file containing the images of the event is not down-
loaded

Examples. http://multimedia.iti.gr:8080/Zero example event detection
/EXTRACTOR/GET?diary=http://multimedia.iti.gr:8080/CERTH BIN/TEST IMA
GES/zeed/text.txt&imgPath=http://multimedia.iti.gr:8080//CERTH BIN/T
EST IMAGES/zeed/Edinburgh photos res.zip

The XML output contains the filenames of the images sorted from the most related to
the text textual description to the less related and a confidence score for each image
indicating the relatedness.

10.2 Condensator component

In the previous deliverable [Solachidis et al., 2015] we presented the methods of linguis-
tic simplification, single document summarization and image clustering using time and
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geolocation metadata, which constitute the Condensator component. Regarding the tex-
tual summarization methods a document was processed and shorten/summarized. In
this document we update the single document summarization method to multi-document,
namely a set of documents is summarized instead of a single one. With respect to images
and videos, the method of image clustering takes as input the output the image analysis
methods of the Extractor component, uses the extracted features/scores and then groups
the images of the collection. For videos, the service takes the output of the video analysis
service of the Extractor component and groups the shots of the given video/videos. Thus,
we updated the previous web service for still images and subsequently we implemented
a new service as part of the Condensator component for videos. The service is a python
implementation similar to that of the video analysis service.

10.2.1 Linguistic simplification

Input description, functionalities and output results. The user provides a text doc-
ument to the service which is simplified using lingustic information to remove redudant
words and phrases. The shorter document is returned as a plain text document.

Technical Details-Instruction of Use. The base URL of the web service is:
http://services.gate.ac.uk/forgetit/simplification/ which also provides
an interactive web demo of the service.

For API level use, the text to simplify must be sent as a HTTP request to http://serv
ices.gate.ac.uk/forgetit/simplification/service using one of the following
parameter forms:

Parameter Supported Request Description
text GET or POST Plain text to process
url GET or POST The URL of a document to process
file POST A file to process

The result of the request will be a plain text document containing the simplified text.

10.2.2 Single document summarization

Input description, functionalities and output results. The user provides a document
to the service which is then processed to produce a shorter summary version which is
returned to the user as plain text.

Technical Details-Instruction of Use. The base URL of the web service is:
http://services.gate.ac.uk/forgetit/summarization/which also provides an
interactive web demo of the service.
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For API level use, the text to summarize must be sent as a HTTP request to http://se
rvices.gate.ac.uk/forgetit/summarization/service using one of the following
parameter forms:

Parameter Supported Request Description
text GET or POST Plain text to process
url GET or POST The URL of a document to process
file POST A file to process

The size of the resulting summarization can also be configured using the compression
parameter. The size of the summary can be set in one of two ways:

• If the value is between 0 and 1 then this is interpreted as a percentage (i.e. 0.1 is
10%) and the summary is produced by selecting that percentage of sentences from
the original document.

• If the value is greater than 1 then it (after rounding to the nearest whole number)
is interpreted as the number of sentences from the original document to use as the
summary.

The result of the request will be a plain text document containing the summary.

10.2.3 Multi-document summarization

Input description, functionalities and output results. The user provides a set of doc-
uments as a single zip file to the service. The zip file is downloaded, unpacked and the
documents processed to produce a single summary document. The summary is returned
to the user as a plain text file.

Technical Details-Instruction of Use. The base URL of the web service is:
http://services.gate.ac.uk/forgetit/multidoc/ which also provides an inter-
active web demo of the service.

For API level use a zip file must be sent as a HTTP POST request to http://serv
ices.gate.ac.uk/forgetit/multidoc/service. The zip file should be supplied as
the value of corpus param and the request must be encoded as multipart/form-
data. The result of the post will be a plain text document that is a summary produced by
processing all documents within the zip file.

10.2.4 Image collection sub-event clustering

Input description, functionalities and output results. The user provides the URL
address of an XML file containing the analysis results of the image collection (output
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of Extractor component). The XML is downlaoded and the clustering method is applied
using the information stored in the XML file. The method’s results are also stored in an
XML file.

Technical Details-Instruction of Use. The base URL of the web service is:
http://multimedia.iti.gr:8080/ForgetITImageAnalysis v3.1/CONDENSATOR/?
(only GET method is available)

Required arguments:

• extractorOutput: the URL address of the XML containing the image collection anal-
ysis results (output of Extractor component; concept detection required)

Error messages:

• If the XML file cannot be downloaded: The XML file could not be downloaded.
Please check the URL address.

• If an internal error occurred and the execution crashed: Error (-1): No output XML
file.

Examples. Sending an XML file of a collection containing 100 images of an event:
http://multimedia.iti.gr:8080/ForgetITImageAnalysis v3.1/CONDENSATOR/?e
xtractorOutput=http://multimedia.iti.gr:8080/CERTH BIN/XML test/Extr
actor output.xml

XML example and explanation:

<Cluster id="1">
<image filename>laurea Andrea 032.jpg laurea Andrea 034.jpg laurea
Andrea 035.jpg laurea Andrea 036.jpg laurea Andrea 037.jpg laurea An-
drea 038.jpg</image filename>
<image filename exemplar>laurea Andrea 038.jpg</image filename exem-
plar>
</Cluster>

The images of the collection are grouped into clusters.

• <Cluster id="C">, contains the unique id (C) of each cluster (sequentially in-
creasing integer).

• <image filename>, contains the filenames of the images of each cluster sepa-
rated with the special character tab.

• <image filename exemplar>, contains the filename of one image of each clus-
ter C which is selected as the representative one.
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10.2.5 Video collection sub-event clustering

Input description, functionalities and output results. The user provides the URL
addressees of one or several XML files containing the analysis results of the videos (the
XML files are the outputs of the video analysis service of Extractor component). The XML
files are then downloaded, the clustering method is applied using the features provided in
them and finally the detected clusters are returned in XML file format.

Technical Details-Instruction of Use. The base URL of the web service is:
http://multimedia.iti.gr:8088

For sending a set of video files for condensation, commit an HTTP POST request on
http://multimedia.iti.gr:8088/condensator

The body of the POST request contains the same data as the video analysis service
except for the “video url” argument which is called “video xmls” and more than one URL
addresses of the XML files containing the analysis results of the videos are provided
separated by character ‘+’.

To get the status of the processing, commit an HTTP GET request on
http://multimedia.iti.gr:8088/status/<callID>.
The responses are those presented in video analysis service, where method is “VIDEO -
CONDENSATOR”.

To get the Condensator’s results, commit an HTTP GET request on
http://multimedia.iti.gr:8088/result/<callID> cond,
where “callID” is an alphanumeric string which is returned at the user after the call.

Examples. Example call using curl:

curl -X POST –data ‘‘{‘video xmls’:\ ‘‘http://multimedia.iti.gr:8080/CE
RTH BIN/Video test/part2 all.xml+http://multimedia.iti.gr:8080/CERTH B
IN/Video test/part3 all.xml\’’,‘login’:\‘‘none\’’,‘password’:\‘‘none\’’
,‘user key’:\‘‘PsDgZsz2haf8YU4fNEkZiBKDi8ysEkqk’́{’’ http://multimed
ia.iti.gr:8088/condensator

• Response: The REST call has been received. Processing will start as soon as the
XML files are downloaded. Your call ID is: 46SHBE

• Status:

curl -X GET http://multimedia.iti.gr:8088/status/46SHBE

• Results:

curl -X GET http://multimedia.iti.gr:8088/result/46SHBE cond
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• XML example and explanation

<Cluster id="1">
<shot>vid part3 all:Sh38 vid part3 all:Sh39 </shot>
<shot exemplar> vid part3 all:Sh38 </shot exemplar>
</Cluster>

where,

– <shot> tag, all shots belonging to a cluster are listed separated with special
character ‘tab’. (vid part3 all:Sh38 indicate: the filename of the XML file of the
video : shot id)

– <shot exemplar> tag, contains the representative shot of the this cluster

11 Conclusions

11.1 Summary and conclusions

In this deliverable the final release of the ForgetIT text and visual information analysis
techniques for condensation and summarization are presented, based on the require-
ments and state-of-the-art approaches described in the previous work of [Papadopoulou
et al., 2013] and the corresponding first and second releases presented in [Papadopoulou
et al., 2014] and [Solachidis et al., 2015] respectively. Several software components per-
forming textual and visual analysis are designed, implemented and evaluated.

11.2 Assessment of performance indicators

In this subsection, a short description is provided for explaining how and to what extent
the methods described in this deliverable fulfill the success indicators of the five expected
outcomes of WP4, as these are described in the Description of Work (DoW) of the project.
Each of the following objectives correspond to each one of the five WP4 tasks.

11.2.1 Textual similarity and redundancy

The success indicators of this objective are the ability to achieve deep understanding
and the number of features considered. With respect to the number of features consid-
ered the approaches to text similarity and redundancy detailed in this and previous WP4
deliverables use a wide variety of features. This includes both linguistically motivated fea-
tures, such as part-of-speech information and word lemmas, as well as more semantic
information such as that derived from associated Linked Open Data resources. While
the approaches outlined perform adequately we hesitate to claim they achieve a deep
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understanding. Approaches to similarity detection and redundancy removal on their own
are never going to lead to a deep understanding of the texts being processed. They are
typically used to aid in the production of summaries or highlight information. This allows
users to quickly get an understanding of the document content, but it is more about giving
high-level view of the content. A deep understanding can only come from a user reading
a document. Minimal summarization (such as the linguistic simplification reported in an
earlier deliverable) may however reduce the time taken to read a document and for a user
to gain a deep understanding. In summary we feel that the approaches we have devel-
oped and deployed help users to gain a deep understanding by helping them to focus on
the documents they need to read, rather than the components themselves having a deep
understanding and that this is reflected in the way the approaches are used within the
ForgetIT use-case tools.

11.2.2 Visual quality, similarity, redundancy

The success indicators of this objective are the ability to detect undesirable artifacts, the
image/video similarity assessment and the number of information dimensions during clus-
tering. With respect to the detection of undesirable artifacts, this objective was addressed
by employing aesthetic and non-aesthetic quality assessment methods. In [Papadopoulou
et al., 2014] a non-aesthetic visual quality assessment method for images was presented,
while in this deliverable a method for non-aesthetic visual quality assessment method for
videos as well as an aesthetic quality assessment method both for images and videos
is introduced. Concerning similarity assessment, we updated the near duplicate image
detection method that was initially introduced in [Solachidis et al., 2015] by employing
features extracted using DCNN-based methods. Furthermore, in this document we also
extended this method to videos. Finally, the deduplication method that has been intro-
duced in this deliverable can also be applied in order to reduct visual related data. The
number of information dimensions used in clustering has been gradually increased, rising
in this deliverable to two broad dimensions (time, location) and 1000 semantic dimensions,
represented by the output of DCNN trained for detecting 1000 different concepts.

11.2.3 Semantic multimedia analysis

The success indicators of this objective are the ability to detect concepts and complex
events. The ForgetIT concept detection method was further extended in this deliverable,
in comparison to the previous versions, by adopting a more accurate image representa-
tion by employing DCNN based features. Concept detection has also been extended to
video and optimized by using many classifiers applying a cascade approach. It has also
been optimized in terms of speed by utilizing a dimensionality reduction technique. Face
detection and clustering which is a specific case of concept detection, was also improved
by employing facial features extracted by DCNN. Finally, event detection that is able to
detect complex events has been implemented and presented in this document. Overall,
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the ability of the ForgetIT methods to detect concepts and complex-events has evolved
significantly in the last year and is on par with the State-of-the-art in this research area,
as documented by the experimental evaluation results reported in this document and in
the numerous ForgetIT publications.

11.2.4 Information condensation and consolidation

The success indicators of this objective are the ability to summarize documents and multi-
ple documents and the ability to combine the results of the first three objectives presented
above (11.2.1-11.2.3) for selecting representative and diverse media. With respect to sin-
gle document summarization two methods were developed and presented in previous
deliverables. The first method, which simplifies text by removing words or phrases, was
initially introduced in [Papadopoulou et al., 2014] and was extended in [Solachidis et al.,
2015] to perform a more radical reduction of the text. These techniques were extended
to the multi-document case and are presented in the current document. Furthermore,
image and video collection clustering methods have been developed. The updated image
sub-event clustering method improves the previous version both in terms of execution
time and accuracy. Finally, in this document, a method that correlates text with multime-
dia data is introduced; this method returns the media collection items sorted according to
their relatedness to a given text.

11.2.5 Evaluation of information condensation and consolidation

The success indicators of this objective are the number of internal evaluations on ForgetIT
datasets and the number of external benchmarking activities in which ForgetIT technolo-
gies participated in. Concerning the number of internal evaluations (either in ForgetIT or
in other suitable and more widely used datasets), this is probably higher than originally an-
ticipated, given the large amount of evaluations of ForgetIT methods that are reported in
every section of this document, and th even more thorough evaluations that are reported
in all the relevant ForgetIT published papers. Given however that there is no established
methodology for counting these evaluations (e.g., the results reported in Table 6, Section
6.3, or those in Table 9, Section 7.3, should count as one or as multiple evaluations?), we
are hesitant to provide an exact number in relation to this success indicator. With respect
to external benchmarking activities, we participated with ForgetIT technologies during the
last year of the project to:

• the TRECVID 2015 Semantic Indexing (SIN) Task [Markatopoulou et al., 2015a]

• the TRECVID 2015 Multimedia Event Detection (MED) Task [Markatopoulou et al.,
2015a]

• the MediaEval 2015 Synchronization of multi-user event-media (SEM) Task [Apos-
tolidis and Mezaris, 2015]
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• the 2016 Video Browser Showdown (VBS) event [Moumtzidou et al., 2016]
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